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Steps Overview: Setup and use a site
Creating and setting up a site allows you to connect your data sources with your Collibra

Platform.

# Step Description

1 Create an Edge site in
the UI or request a
Collibra Cloud site site.

A site is where you will manage your connections and capabilities.

l Edge sites: When you create an Edge site, you can choose to
either upgrade automatically whenever a new version is released,
or upgrade manually in order to control when and to which version
your sites are upgraded. Once you create your Edge site in the UI,
you must install it in your organization's environment.

l Collibra Cloud site sites: Collibra creates and manages the
Collibra Cloud site site for you. You must submit a request to
Collibra, you can't create the site yourself. Collibra Cloud site sites
upgrade automatically, so they're always on the latest version.

2 Give the required per-
missions

You need at least one user who is able to install your sites and
manage your connections and capabilities in your site. They typically
require the following permission:

You have a global role that has the Manage Edge sites global
permission.

3 Install an Edge site

Note If you
have a Collibra
Cloud site site,
skip this step.

Your Edge site is installed in your organization's environment. You typ-
ically need to work with your administrators, IT team, and Kubernetes
experts to install your Edge sites and meet your organization's sys-
tem and security requirements.
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# Step Description

4 Prepare your site for
data sources

Once you have a site, you need to create connections from the site to
your data sources, and define capabilities that you want to run on
these connections.

For example, you create a connection to Databricks Unity Catalog
and add a capability that allows you to integrate the metadata from
Databricks Unity Catalog in Collibra.

If you are installing your Edge site on a managed Kubernetes cluster,
you must use the Edge Command Line Interface (CLI). The Edge CLI
is the primary Edge utility tool that allows you to set up and manage
certain aspects of your Edge site and is included when you download
the Edge site installer.

4a Create a
connection

A connection links your site with your data source. Once a connection
is available, capability jobs can run through this connection to send
information to Collibra.

For more information, go to our list of available connections.

4b Create a
capability

A capability calls your data source via the connection to get
requested information from the data source and sends the
information to Collibra. The results can be assets, such as Schema or
Table assets, or extra information about the assets.

For more information, go to our list of available capabilities.

6 Upgrade your Edge
sites

Occasionally, Edge launches a new functionality or Kubernetes
support that requires you to upgrade or reinstall your Edge sites.

Collibra communicates about this in the release notes and the Edge
compatibility table.

Note
l If you have automatic upgrades enabled for your Edge

sites, you don't need to do anything when an upgrade is
required. However, if a reinstallation is required, you may
still need to perform this action.

l If you have a Collibra Cloud site site, your site is
automatically upgraded.

xiii
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# Step Description

7 Maintain your Edge
site

You can use the Edge CLI to maintain and update certain aspects of
your Edge site.

For example, set up a forward proxy or update vault credentials.

Note If you have a Collibra Cloud site site, you can't use the
Edge CLI.
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About Edge sites
Edge is a cluster of Linux servers for accessing and processing data close to where it resides.

It helps to connect to data sources and process information within your data landscape.

Edge enables Collibra Platform to safely connect to your data sources hosted in an on-

premise or cloud environment. It processes the data source information on the Edge site and

sends the process results to Collibra Platform.

Edge Responsibilities
The ownership of responsibility over the various Edge components is shared between you and

Collibra. The diagram below illustrates which components you are responsible for and have

control over, and those which belong to Collibra.

Edge for commercial customers or Collibra Platform for Government are Collibra solutions

that allows your Collibra Platform to safely connect to your data sources hosted in an on-
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premise or cloud environment.

Collibra Platform Self-Hosted (CPSH) is a Collibra solution that allows you to install your

Collibra Platform on an infrastructure of your choice. For Edge, this means that you are

hosting both your Collibra platform and your Edge site. For more information about CPSH,
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go to our CPSH documentation.

Edge components
Edge consists of three main components:

l An Edge configuration page in Collibra Platform to create and install Edge sites.
l An Edge integration capability repository that resides on the Collibra Platform and con-

tains all capabilities that can run on an Edge site.
l An Edge site that is installed close to a data source in the customer's environment,

whether it's in the cloud or on the customer's premises. The Edge site installer includes

the Edge CLI tool which allows you to install sites on managed Kubernetes clusters and

manage configurations such as vaults and Shared Storage connections.

Integration steps
The following table shows which steps you have to take to set up Edge.

Chapter 1
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Step Description Required permissions

1 Create an Edge site via Collibra Platform Settings. You have a global role
with the Manage Edge
sites global permission in
Collibra Platform.

2 Install the Edge site close to the data source you want to
access.

You can only install an Edge site on a Linux system that meets
the necessary system requirements.

You have a global role
with the Install Edge sites
global permission in
Collibra Platform.

3 Update the credentials of the Edge site user. You have a global role
with the Connect Edge
sites to Collibra global
permission in Collibra
Platform.

4



Edge Command Line Interface (CLI)

Note Edge CLI is only available on Linux for x86_64 architecture.

The Edge Command Line Interface (CLI) is a tool that allows you to set up and manage

aspects of your Edge site.

As of 2024.05, the Edge CLI is included in the Edge site installer, and can be found in the

extracted Edge site installer directory. If you need to download or update only the Edge CLI,

see the commands in the table below based on where your Edge site is installed.

How you can use the Edge CLI commands
on k3S

Note This is not an exhaustive list of commands. If you want to see the full list of
commands available via the Edge CLI, run the CLI help command.

Chapter 1
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Action Definition

Download a new
Edge CLI

You may need to download an Edge CLI because you do not have it available
locally yet or you need a newer version of the Edge CLI.

l If you do not have the Edge CLI available locally, run the following command
from wherever your Edge site is installed:

# Get the name of the pod from which we will
copy edgecli , run: 
EDGE_CD_POD=$(sudo /usr/local/bin/kubectl
get pod -n collibra-edge -l
app.kubernetes.io/name=edge-cd 
-o jsonpath='{.items[0].metadata.name}')

# Copy edgecli to provided path 
sudo /usr/local/bin/kubectl cp --retries=-1
-n collibra-edge ${EDGE_CD_POD}:edgecli
/usr/local/bin/edgecli

# Make the downloaded binary executable
sudo sudo chmod +x /usr/local/bin/edgecli

l If you want to update your Edge CLI to the latest version, run the following
command from the Edge CLI:

sudo ./edgecli cli upgrade -d <edgecli_dir>

Get Edge site
diagnostics

Use this command from this command and provide the results to Collibra
Support when troubleshooting issues on your Edge site:

sudo ./edgecli diagnostics -d <diagfile.tgz>

Create an Edge
site backup

Use this command to create a backup of your Edge site. This is required when
you want to reinstall your Edge site.

sudo ./edgecli recovery backup --path <backup_
path>
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Action Definition

Update the Edge
user credentials
in Collibra
Platform

Use this command to update the Edge user's username or password in Collibra
Platform:

sudo ./edgecli config dgc --pass <password> --
url <dgc url> --user <username>

Restart Edge
components

Use this command if you need to restart an Edge component, but not restart the
virtual machine:

sudo ./edgecli restart

Update forward
proxy settings

Use this command to update forward proxy settings for your Edge site:

sudo ./edgecli config proxy --path <path to
proxy config>

Chapter 1
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Action Definition

Pull list of custom
certificates

Use this command to pull a list of all custom certificates configured on your
Edge site.

sudo ./edgecli config ca list

Additional parameters:

l --namespace: If your Edge site has a custom namespace, you must add

this parameter and the namespace name to the command.
l --raw: Pulls the raw data of the certificates. Without this, only the basic

certificate information is returned.

l You want to see the raw data for all of the custom certificates configured on
your Edge site:

sudo ./edgecli config ca list --raw

l You want to see the custom certificates configured on an Edge site with a
specific namespace:

sudo ./edgecli config ca list --raw --
namespace <my-namespace>
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Action Definition

Add custom
certificates to the
Edge site
truststore

Use this command to add custom certificates to the Edge truststore after an
Edge site has been installed:

sudo ./edgecli config ca merge --path
certificate.pem

Additional parameter:

l --namespace: If your Edge site has a custom namespace, you must add

this parameter and the namespace name to the command.

l You want to add a custom certificate to your Edge site truststore:

sudo ./edgecli config ca merge --path
certs.pem

l You want to add the custom certificates that are configured on an Edge site
with a specific namespace:

sudo ./edgecli config ca merge --path
certificate.pem --namespace <my-namespace>

Chapter 1
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Action Definition

Replace all
existing custom
certificates in the
Edge site
truststore

Use this command to replace all existing custom certificates in the Edge site
truststore:

sudo ./edgecli config ca replace --path
certificate.pem

Important
l This command only replaces custom certificates. System

certificates are not impacted by this command.

Additional parameter:

l --namespace: If your Edge site has a custom namespace, you must add

this parameter and the namespace name to the command.

l You want to replace all custom certificates that are configured on an Edge
site:

sudo ./edgecli config ca replace --path
certs.pem

l You want to replace all custom certificates that are configured on an Edge
site with a specific namespace:

sudo ./edgecli config ca replace --path
certificate.pem --namespace <my-namespace>
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Action Definition

Setup and use
Vaults with your
Edge site

This feature is available only in the latest UI.

Vault commands are dependent on which vault and authentication method you
use. Visit the dedicated pages to learn what the Edge CLI commands are to:

l Add a vault.
l Edit a vault.
l Retrieve a vault.
l Delete a vault.

Chapter 1
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Action Definition

Setup and
manage shared
files for the
Shared Storage
connection

The Shared Storage connection for technical lineage allows you to access data
source files from a shared folder.

To setup and manage the folder and files used for the Shared Storage
connection, use the following commands in the Edge CLI:

l Upload a shared folder which contains multiple data source files:

sudo ./edgecli objects folder-upload
--source <source-string>
--target <target-string>
--ttlSeconds <time>

Key Definition

<source-
string>

The data source file you want to upload for your Shared
Storage connection.

<target-
string>

The folder in your Edge site where you want to store the
shared folder and files.

Note This folder does not have to already exist
in your Edge site. If it does not, a folder with the
name entered here will be created in your Edge
site, containing the folder and files you have
uploaded.

<time>
(optional)

The number of seconds that the uploaded files will be
available before being evicted, the default is 15552000
seconds (180 days).

l Upload a single shared data source file:

sudo ./edgecli objects file-upload 
--source <source-string>
--target <target-string>
--key <key-string>
--ttlSeconds <time>

12
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Action Definition

Key Definition

<source-
string>

The data source file you want to upload for your Shared
Storage connection.

<target-
string>

The folder in your Edge site where you want to store the
shared file.

Note This folder does not have to already exist
in your Edge site. If it does not, a folder with the
name entered here will be created in your Edge
site, containing the file you have uploaded.

<key-string>
(optional)

The path of a specific file within a folder or nested within
multiple folders. For example, you only want to upload the
myFile.txt file, which is in the myFolders folder.
If you do not specify this property, it will default to the file
name.

<time>
(optional)

The number of seconds that the uploaded file will be
available before being evicted, the default is 15552000
seconds (180 days).

l Upload multiple folders to their own shared folder:

sudo ./edgecli objects multi-folder-upload
--parallelism <parallel-uploads>
--source <source-string>
--ttlSeconds <time>

Key Definition

<parallel-
uploads>
(optional)

The number of files that are uploaded at the same time.

For example, you want to upload 30 files that are in 3
folders and set the parallelism property to 10. Your files
are uploaded to the shared storage connection 10 files at
a time until all 30 files have been uploaded.

Chapter 1
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Action Definition

Key Definition

<source-
string>

The data source folders you want to upload to your
Shared Storage connection.

<time>
(optional)

The number of seconds that the uploaded file will be
available before being evicted, the default is 15552000
seconds (180 days).

l Update or add a new file to an existing folder in Edge:

sudo ./edgecli objects file-upload --source
<source-string>
--target <target-string> \
--key <key-string> \

Key Definition

<source-
string>

The data source file you want to upload to replace an
existing file or add to an existing folder in your Shared
Storage connection.

<target-
string>

The folder in your Edge site where you want to store the
shared file.

<key-string>
(optional)

The path of a specific file within a folder or nested within
multiple folders. For example, you only want to upload the
myFile.txt file, which is in the myFolders folder.
If you do not specify this property, it will default to the file
name.

l Pull a list of all folders and files that have been uploaded to your Edge site:

sudo ./edgecli objects folder-list

l Delete a shared folder or file from your Edge site:
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Action Definition

sudo ./edgecli objects folder-delete
--target <target-string>

Key Definition

<target-
string>

The name of the Edge shared folder you want to delete
from your Edge site.

Access help
If you need help when using the Edge CLI tool, you can run the help command to:

l View a full list of supported Edge CLI commands:

sudo ./edgecli -h

l View the specific parameters and usage of a specific Edge CLI command. For

example, running the following command will return help information for the delete

shared folder command for the Shared Storage connection:

sudo ./edgecli objects folder-delete -h
Deletes shared folder that was uploaded, if it exists

Usage:
edgecli objects folder-delete [flags]

Flags:
--target string The folder name specified in

edge (DGC)

Global Flags:
-h, --help

Chapter 1
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How to use Edge CLI commands on a
Managed Kubernetes cluster

Note This is not an exhaustive list of commands. If you want to see the full list of
commands available via the Edge CLI, run the CLI help command.
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Actions Definitions

Install an
Edge site

You can install your Edge site on a managed Kubernetes cluster by following the
steps outlined in Install an Edge site, in addition to running one of the following
commands:

Note
l You can install your Edge site with either terminal logging or terminal and

file logging. Both options log the output of your Edge site installation.
o Terminal logging only saves the output to the Edge terminal.
o Terminal and file logging saves the output both to the terminal and a

separate file. This file will be saved in the current directory with the
naming format: edge-installer-$(date +"%Y-%m-%d_%H-%M-%S").log

l

./edgecli install

Add additional flags to the install command as needed. For example, if you have a
custom namespace or want to use a private docker registry:

Flag Description

-n <my-

namespac

e>

If you created a custom namespace, add-n <my-

namespace> to the command. For example:

./edgecli install -n <my-
namespace>

Chapter 1
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Actions Definitions

Flag Description

--proxy If you are using a forward proxy, add this flag to the installation
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the installer, you
must add the file path the installation prerequisite
script. For example:

--proxy
temp/proxy/proxyproperties

18



Actions Definitions

Flag Description

--ca If you want to use a custom certificate, for example to
configure a forward man-in-the-middle proxy, add this flag to
the installation prerequisite script.

Note If your custom certificate are not in the default
ca.pem file in the root of the installer, you must add the
file path the installation prerequisite script. For
example:

--ca temp/certs

You can also use this flag to add a custom certificate for data
sources.

Your data source may require the injection of a custom
certificate in order to connect with your Edge site. This
custom certificate is typically signed by a private, untrusted
Certificate Authority, and therefore must be added to your
Edge site truststore.

As you may not have a list of all required certificates at the

time of installation, we recommend the./edgecli

config ca merge --path command shown in the

Edge CLI topic.

The process functions as follows:

a. Edge and the data source connect using the data source
certificate.

b. Edge communicates the data source metadata to your
Collibra Platform using a Collibra certified certificate.

Chapter 1
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Actions Definitions

Flag Description

--is-

openshif

t

If you are using an OpenShift cluster, add this flag to deploy
Security Context Constraints (SCC) which provide the Edge
service accounts with the required permissions.

--

disable-

otel

If you don't want to send your metrics and logs to Edge, add
this flag to the installation command to disable
OpenTelemetry.

--

registr

y-url

<registr

y-url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--

registr

y-host

Where your private docker is hosted. If you do not specify this

parameter, it is automatically derived from--registry-

url

For example:

--registry-host edge-docker-

delivery.my-registry.docker.io

--

registr

y-user

<registr

y-user>

Your registry account username.

Add this flag if you use a private docker registry with
authentication.

20



Actions Definitions

Flag Description

--

registr

y-pass

<registr

y-pass>

Your registry account password.

Add this flag if you use a private docker registry with
authentication.

--user-

id

<user_

id>

If you want to run all of your Edge site pods and containers
with a specific user ID (UID), add this flag to the installation
script.

--group-

id

<group_

id>

If you want to run all of your Edge site pods and containers
with a specific group ID (GID), add this flag to the installation
script.

--unset-

run-as-

ids

If your Edge site is installed on an OpenShift Kubernetes
cluster, and you want to run all of your Edge site pods and
containers from random UIDs and GIDs, add this flag to the
installation script.

--no-

priorit

y-class-

install

Warning Don't skip priority class configuration unless
you have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site
failures.

If you need to skip installing priority classes, add this flag to the
installation script. Running this flag sets all Edge site pods to
the default priority (0).

Chapter 1

21



Chapter 1

Actions Definitions

Flag Description

--use-

custom-

priorit

y-class

Warning Don't configure custom priority classes
unless you have an experienced Kubernetes engineer
in your organization, as doing so may result in Edge
site failures.

If you want to configure custom priority classes for your Edge

site pods, add this flag, along with the following--set flags,

to the installation script:

o --set

global.priorityClassName.platform=<pr

iority>: This flags sets the custom priority class name

for Edge platform pods. This should be the highest priority
class in Edge.

o --set

global.priorityClassName.application=

<priority>: This flag sets the custom priority class

name for Edge application pods. This should be the
second highest priority class in Edge.

o --set

global.priorityClassName.job=<priorit

y>:This flag sets the custom priority class name for Edge

job pods. This should be the third highest priority class in
Edge.

--set
global.priorityClassName.platform=
critical-priority
--set
global.priorityClassName.applicati
on=high-priority
--set
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Actions Definitions

Flag Description

global.priorityClassName.job=low-
priority

./edgecli install
--registry-url https://private-
docker.registry.com
--registry-user user1
--registry-pass pass12

l

./edgecli install 2>&1 | tee "edge-installer-
$(date +"%Y-%m-%d_%H-%M-%S").log"

Add additional flags to the install command as needed. For example, if you have a
custom namespace or want to use a private docker registry:

Flag Description

-n <my-

namespac

e>

If you created a custom namespace, add-n <my-

namespace> to the command. For example:

./edgecli install -n <my-
namespace>

Chapter 1
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Actions Definitions

Flag Description

--proxy If you are using a forward proxy, add this flag to the installation
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the installer, you
must add the file path the installation prerequisite
script. For example:

--proxy
temp/proxy/proxyproperties

24



Actions Definitions

Flag Description

--ca If you want to use a custom certificate, for example to
configure a forward man-in-the-middle proxy, add this flag to
the installation prerequisite script.

Note If your custom certificate are not in the default
ca.pem file in the root of the installer, you must add the
file path the installation prerequisite script. For
example:

--ca temp/certs

You can also use this flag to add a custom certificate for data
sources.

Your data source may require the injection of a custom
certificate in order to connect with your Edge site. This
custom certificate is typically signed by a private, untrusted
Certificate Authority, and therefore must be added to your
Edge site truststore.

As you may not have a list of all required certificates at the

time of installation, we recommend the./edgecli

config ca merge --path command shown in the

Edge CLI topic.

The process functions as follows:

a. Edge and the data source connect using the data source
certificate.

b. Edge communicates the data source metadata to your
Collibra Platform using a Collibra certified certificate.

Chapter 1
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Flag Description

--is-

openshif

t

If you are using an OpenShift cluster, add this flag to deploy
Security Context Constraints (SCC) which provide the Edge
service accounts with the required permissions.

--

disable-

otel

If you don't want to send your metrics and logs to Edge, add
this flag to the installation command to disable
OpenTelemetry.

--

registr

y-url

<registr

y-url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--

registr

y-host

Where your private docker is hosted. If you do not specify this

parameter, it is automatically derived from--registry-

url

For example:

--registry-host edge-docker-

delivery.my-registry.docker.io

--

registr

y-user

<registr

y-user>

Your registry account username.

Add this flag if you use a private docker registry with
authentication.
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Flag Description

--

registr

y-pass

<registr

y-pass>

Your registry account password.

Add this flag if you use a private docker registry with
authentication.

--user-

id

<user_

id>

If you want to run all of your Edge site pods and containers
with a specific user ID (UID), add this flag to the installation
script.

--group-

id

<group_

id>

If you want to run all of your Edge site pods and containers
with a specific group ID (GID), add this flag to the installation
script.

--unset-

run-as-

ids

If your Edge site is installed on an OpenShift Kubernetes
cluster, and you want to run all of your Edge site pods and
containers from random UIDs and GIDs, add this flag to the
installation script.

--no-

priorit

y-class-

install

Warning Don't skip priority class configuration unless
you have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site
failures.

If you need to skip installing priority classes, add this flag to the
installation script. Running this flag sets all Edge site pods to
the default priority (0).

Chapter 1
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Flag Description

--use-

custom-

priorit

y-class

Warning Don't configure custom priority classes
unless you have an experienced Kubernetes engineer
in your organization, as doing so may result in Edge
site failures.

If you want to configure custom priority classes for your Edge

site pods, add this flag, along with the following--set flags,

to the installation script:

o --set

global.priorityClassName.platform=<pr

iority>: This flags sets the custom priority class name

for Edge platform pods. This should be the highest priority
class in Edge.

o --set

global.priorityClassName.application=

<priority>: This flag sets the custom priority class

name for Edge application pods. This should be the
second highest priority class in Edge.

o --set

global.priorityClassName.job=<priorit

y>:This flag sets the custom priority class name for Edge

job pods. This should be the third highest priority class in
Edge.

--set
global.priorityClassName.platform=
critical-priority
--set
global.priorityClassName.applicati
on=high-priority
--set
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Flag Description

global.priorityClassName.job=low-
priority

./edgecli install
--registry-url https://private-
docker.registry.com
--registry-user user1
--registry-pass pass12
2>&1 | tee "edge-installer-$(date
+"%Y-%m-%d_%H-%M-%S").log"

Uninstall an
Edge site

If you have installed your Edge site using the Edge CLI method, you can uninstall your
Edge site by using one of the following commands:

l With terminal logging

./edgecli uninstall

l With terminal and file logging:

./edgecli uninstall 2>&1 | tee "edge-installer-
$(date +"%Y-%m-%d_%H-%M-%S").log"

Note
l If your Edge site was installed using the old method, and not the Edge CLI

method, use the uninstall command via the Edge tool.
l If your Edge site is installed via the Edge CLI method and it has a custom

namespace, you must add-n <my-namespace> to the command.

Chapter 1
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Download
a new
Edge CLI

You may need to download an Edge CLI because you do not have it available locally
yet or you need a newer version of the Edge CLI.

l If you do not have the Edge CLI available locally, run the following command from a
Linux machine that has access to the Kubernetes cluster where your Edge site is
installed:

# Get the name of the pod from which we will
copy edgecli , run: 
EDGE_CD_POD=$(kubectl get pod -n collibra-edge -
l app.kubernetes.io/name=edge-cd 
-o jsonpath='{.items[0].metadata.name}')

# Copy edgecli to provided path  
sudo /usr/local/bin/kubectl cp --retries=-1 -n
collibra-edge ${EDGE_CD_POD}:edgecli
/usr/local/bin/edgecli

# Make the downloaded binary executable
sudo chmod +x <PATH_TO_EXISTING EDGECLI>/edgecli

l If you want to update your Edge CLI to the latest version, run the following
command from the Edge CLI:

./edgecli cli upgrade -n <my-namespace> -d
<edgecli_dir>

Note If your Edge site is installed on a dedicated cluster via the Edge CLI
method and it does not have a custom namespace, you can remove-n
<my-namespace> from the commands.
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Get Edge
site
diagnostics

Use this command from this command and provide the results to Collibra Support
when troubleshooting issues on your Edge site:

./edgecli diagnostics -n <my-namespace> -d
<diagfile.tgz>

Note If your Edge site is installed on a dedicated cluster via the Edge CLI
method and it does not have a custom namespace, you can remove-n
<my-namespace> from the command.

Create an
Edge site
backup

Use this command to create a backup of your Edge site. This is required when you
want to reinstall your Edge site.

./edgecli recovery backup --path <backup_path>

Update the
Edge user
credentials
in Collibra
Platform

Use this command to update the Edge user's username or password in Collibra
Platform:

./edgecli config dgc -n <my-namespace> --pass
<password> --url <dgc url> --user <username>

Note If your Edge site is installed on a dedicated cluster via the Edge CLI
method and it does not have a custom namespace, you can remove-n
<my-namespace> from the command.

Restart
Edge
componen
ts

Use this command if you need to restart an Edge component, but not restart the
virtual machine:

./edgecli restart

Chapter 1
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Update
forward
proxy
settings

Use this command to update forward proxy settings for your Edge site:

./edgecli config proxy --path <path to proxy
config>

Pull list of
custom
certificates

Use this command to pull a list of all custom certificates configured on your Edge site.

./edgecli config ca list

Additional parameters:

l --namespace: If your Edge site has a custom namespace, you must add this

parameter and the namespace name to the command.
l --raw: Pull the raw data of the certificates. Without this, only the basic certificate

information is returned.

l You want to see the raw data for all of the custom certificates configured on your
Edge site:

./edgecli config ca list --raw

l You want to see the custom certificates configured on an Edge site with a specific
namespace:

./edgecli config ca list --namespace <my-
namespace> --raw
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Add
custom
certificates
to the Edge
site
truststore

Use this command to add custom certificates to the Edge truststore after an Edge
site has been installed:

./edgecli config ca merge --path certificate.pem

Additional parameter:

l --namespace: If your Edge site has a custom namespace, you must add this

parameter and the namespace name to the command.

l You want to add a custom certificate to your Edge site truststore:

./edgecli config ca merge --path certs.pem

l You want to add the custom certificates that are configured on an Edge site with a
specific namespace:

./edgecli config ca merge --namespace <my-
namespace> --path certificate.pem

Chapter 1
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Replace all
existing
custom
certificates
in the Edge
site
truststore

Use this command to replace all existing custom certificates in the Edge site
truststore:

./edgecli config ca replace --path certificate.pem

Important
l This command only replaces custom certificates. System certificates are

not impacted by this command.

Additional parameter:

l --namespace: If your Edge site has a custom namespace, you must add this

parameter and the namespace name to the command.

l You want to replace all custom certificates that are configured on an Edge site:

./edgecli config ca replace --path certs.pem

l You want to replace all custom certificates that are configured on an Edge site
with a specific namespace:

./edgecli config ca replace --namespace <my-
namespace> --path certificate.pem

Setup and
use Vaults
with your
Edge site

This feature is available only in the latest UI.

Vault commands are dependent on which vault and authentication method you use.
Visit the dedicated pages to learn what the Edge CLI commands are to:

l Add a vault .
l Edit a vault.
l Retrieve a vault.
l Delete a vault.
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Setup and
manage
shared files
for the
Shared
Storage
connection

The Shared Storage connection for technical lineage allows you to access data
source files from a shared folder.

To setup and manage the folder and files used for the Shared Storage connection,
use the following commands in the Edge CLI:

l Upload a shared folder which contains multiple data source files:

./edgecli objects folder-upload
--source <source-string>
--target <target-string>
--ttlSeconds <time>

Key Definition

<source-string> The data source file
you want to upload
for your Shared
Storage connection.

Chapter 1
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Key Definition

<target-string> The folder in your
Edge site where you
want to store the
shared folder and
files.

Note This
folder does
not have to
already
exist in your
Edge site. If
it does not, a
folder with
the name
entered
here will be
created in
your Edge
site,
containing
the folder
and files you
have
uploaded.

<time> (optional) The number of
seconds that the
uploaded files will
be available before
being evicted, the
default is 15552000
seconds (180 days).

l Upload a single shared data source file:
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./edgecli objects file-upload 
--source <source-string>
--target <target-string>
--key <key-string>
--ttlSeconds <time>

Key Definition

<source-string> The data source file
you want to upload
for your Shared
Storage connection.

<target-string> The folder in your
Edge site where you
want to store the
shared file.

Note This
folder does
not have to
already
exist in your
Edge site. If
it does not, a
folder with
the name
entered
here will be
created in
your Edge
site,
containing
the file you
have
uploaded.

Chapter 1
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Key Definition

<key-string> (optional) The path of a
specific file within a
folder or nested
within multiple
folders. For
example, you only
want to upload the
myFile.txt file, which
is in the myFolders
folder.
If you do not specify
this property, it will
default to the file
name.

<time> (optional) The number of
seconds that the
uploaded file will be
available before
being evicted, the
default is 15552000
seconds (180 days).

l Upload multiple folders to their own shared folder:

./edgecli objects multi-folder-upload
--parallelism <parallel-uploads>
--source <source-string>
--ttlSeconds <time>
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Key Definition

<parallel-
uploads>
(optional)

The number of files that are uploaded at the same time.

For example, you want to upload 30 files that are in 3 folders
and set the parallelism property to 10. Your files are uploaded
to the shared storage connection 10 files at a time until all 30
files have been uploaded.

<source-
string>

The data source folders you want to upload to your Shared
Storage connection.

<time>
(optional)

The number of seconds that the uploaded file will be available
before being evicted, the default is 15552000 seconds (180
days).

l Update or add a new file to an existing folder in Edge:

./edgecli objects file-upload --source <source-
string>
--target <target-string> \
--key <key-string> \

Key Definition

<source-
string>

The data source file you want to upload to replace an existing
file or add to an existing folder in your Shared Storage
connection.

<target-
string>

The folder in your Edge site where you want to store the
shared file.

<key-string>
(optional)

The path of a specific file within a folder or nested within
multiple folders. For example, you only want to upload the
myFile.txt file, which is in the myFolders folder.
If you do not specify this property, it will default to the file name.

l Pull a list of all folders and files that have been uploaded to your Edge site:

Chapter 1
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./edgecli objects folder-list

l Delete a shared folder or file from your Edge site:

./edgecli objects folder-delete
--target <target-string>

Key Definition

<target-
string>

The name of the Edge shared folder you want to delete from
your Edge site.

Access help
If you need help when using the Edge CLI tool, you can run the help command to:

l View a full list of supported Edge CLI commands:

./edgecli -h

l View the specific parameters and usage of a specific Edge CLI command. For

example, running the following command will return help information for the delete

shared folder command for the Shared Storage connection:

./edgecli objects folder-delete -h
Deletes shared folder that was uploaded, if it exists

Usage:
edgecli objects folder-delete [flags]

Flags:
--target string The folder name specified in

edge (DGC)
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Global Flags:
-h, --help
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Edge security
Edge is built with security first approach. All communication channels are secured by TLS 1.3

and all endpoints outside Edge are accessible only via authentication. Edge does not send or

store any customer data, its purpose is to host capabilities that process the data in its own

environment and to send only processing results to Collibra Platform.

Note If you have any questions about data privacy and what information is sent via third
part components, such as Datadog, please reach out to your Collibra representative.
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Communication between Edge and
Collibra
Edge operates over an outbound-only model — it executes tasks as commands polled from

your Collibra platform. All data is encrypted in transit between your Edge site and the Collibra

Platform via certificates issued by a Collibra-chosen Certificate Authority (CA) over TLS 1.3

and basic authentication. However, if there is a forward proxy server between the Edge site

and Collibra, you have to use the proxy server's CA.

A user account is generated for communicating to Collibra each time the Edge site installer is

downloaded. This user account is unique to each Edge site. It is possible to change the

password of this user account by following the steps outlined in our Update Edge user

password article.

Edge for commercial customers is a Collibra solutions that allows your Collibra Platform to

safely connect to your data sources hosted in an on-premise or cloud environment.

Edge for Collibra Platform for Government is a Collibra solutions that allows your Collibra

Platform to safely connect to your data sources hosted in an on-premise or cloud
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environment.

Collibra Platform Self-Hosted (CPSH) is a Collibra solution that allows you to install your

Collibra Platform on an infrastructure of your choice. For Edge, this means that you are

hosting both your Collibra platform and your Edge site. For more information about CPSH,

Chapter 2
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go to our CPSH documentation.

l Edge sites always use REST API endpoints to establish connections.
l Edge requires access to a Collibra server. It is needed for:

o Reading a request queue, which is a queue with jobs that need to be run on Edge.
o Returning the metadata results of Edge jobs.

l Edge manages Collibra Platform and data source credentials. This has the following con-

sequences:
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o Credentials are not accessible outside of Edge.
o Credentials used on an Edge site are encrypted with a key that is secured in Col-

libra.
o Credentials of data sources and Collibra can be updated if necessary.

l All configuration parameters, files or strings marked as secret, are stored on the Edge

site encrypted with a public key that resides in Collibra. The private part of that key is

encrypted with a public key from the Edge site. As a result, secrets can only be decryp-

ted with both key pairs, one residing on the Edge site and the other on Collibra.
l An Edge site communicates over a secure channel with your Collibra environment using

certificates, issued by a Collibra-chosen Certificate Authority (CA). However, if there is a

forward proxy server between the Edge site and Collibra, you have to use the proxy

server's CA.
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Communication between Edge and
other services
Edge communicates with other servers, such as JFrog, for maintenance purposes.

Edge for commercial customers is a Collibra solution that allows your Collibra Platform to

safely connect to your data sources hosted in an on-premise or cloud environment.

The diagram below shows how your Edge site installed on your virtual machine connects

with your Collibra Commercial platform and third-party servers.

Edge for Collibra Platform for Government is a Collibra solution that allows your Collibra

Platform to safely connect to your data sources hosted in an on-premise or cloud

environment.

The diagram below shows how your Edge site installed on your virtual machine connects

with your Collibra Platform for Government platform and third-party servers.

47



Collibra Platform Self-Hosted (CPSH) is a Collibra solution that allows you to install your

Collibra Platform on an infrastructure of your choice. For Edge, this means that you are

hosting both your Collibra platform and your Edge site. For more information about CPSH,

go to our CPSH documentation.

The diagram below shows how your Edge site and Collibra platform installed on your

virtual machine connects with third-party servers.

Edge requires access to the following servers:

Chapter 2
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Server Communication Authentication

JFrog This is needed in order to download Helm Charts and Docker
Images that are running on Edge.

API Key Pair over
HTTPS.

OpenTelemetry
Backbone

This is needed in order to upload various Edge related met-
rics.

HTTPS.

DataDog This is needed in order to upload logs from all Edge com-
ponents:

l Core edge components
l Edge capabilities , for example, ingestion, profiling, lineage,

classification, quality.

API Key Pair over
HTTPS.
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Authentication to data sources
Edge connections and capabilities use different ways to connect to data sources The required

level of privileges or security greatly depends on the data source type and supported Catalog

Connectors.

Collibra regularly adds and certifies Catalog connectors. To understand the authentication

methods and the level of security, consult the Catalog connector documentation.

Chapter 2
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Security scanning
Before Collibra composes an Edge installation package, Snyk scans all images consumed by

Edge for all planned weekly releases to identify and mitigate vulnerabilities. Additional daily

scans on repositories are also performed as well as a quarterly 3rd party penetration test to

ensure that Edge remains secure.

You can also run your own security scans. We recommend that you run the following

command for Edge sites installed on k3s to remove old containers and images from an Edge

host before running your own scans:

sudo /usr/local/bin/k3s crictl rmi --prune

This prune command is a native docker command to clean unused docker objects such as

images, containers, volumes and networks. Running this command will avoid false positive

vulnerabilities when performing scans as Kubernetes, which is responsible for the garbage

control of old Edge images and containers, is not guaranteed to have cleaned up the files

before the scan is run.

For more information about security scanning, go to Collibra's vulnerability and scanning

policy.

What's next?
Pull images from the Collibra Edge docker registry with each new version to perform security

scans and audits.
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How to pull Collibra Edge docker
images
You can pull docker images used by Edge to perform security scans and audits. With this

process, you use docker CLI to authenticate to the Collibra Edge docker registry in order to

get a list of images used by each Edge site version.

Note This method of pulling images is only supported for security scanning of
supported Edge versions, and not for new installations of an Edge site. If you want to
use a private docker registry for new Edge site installations, use the method outlined in
the Configure a private docker registry documentation. For more information on which
versions of Edge are supported with the latest release, go to our Compatibility matrix.

Steps
1. Authenticate with Collibra Edge docker registry.

a. In your Edge site installer, find the registries.yaml file, which contains credentials to

download an installer.

b. Run the following command with the username and password from the

registries.yaml file:

docker login edge-docker-
delivery.repository.collibra.io -u username -p
<password>

Note Docker credentials are read-only

2. Define the version of Edge you want to scan.
o We recommend using the latest Edge site version.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. Click Edge.

» The Edge sites overview opens.

c. Above the table, to the right, click Create Edge site.

» The Create Edge site wizard starts.
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d. Select Manual as the Upgrade Mode.

e. Copy the Edge site version you want to use. The latest version should be

preselected.

3. Obtain a list of images that need to be mirrored.

Note Parameter key:
a. dip_user: The username you use to log into Collibra Platform.
b. dip_pass: The password you use to log into Collibra.
c. dip_url: The Collibra URL.
d. edge_version: The version of Edge you want to upgrade to found in step 2.

For example, <2023.11>.

l Use the CURL command to get the list of images.

Note You must install the jq command to use the CURL command.

curl -u <dip_user> -p <dgc_pass>  <dip_url>/edge/ap-
i/rest/v2/releaseinfo/<edge_version> | \
jq '.images[].image' -r

Important If you use SSO, instead of username and password, you
need to open /resources/manifests/sc-dgc-secret.yaml to obtain the
username and password listed in the file. Enter the username for
<dic_user> and enter the password for <dgc_pass>.

4. Pull the images.

Perform the following command for each image mentioned in the list obtained in step 3.

docker pull <image>
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Example

docker pull edge-docker-
delivery.repository.collibra.io/capabilities/edgeharv
ester:1.5.0
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Storing connection credentials

Note You can manage your data source secrets and credentials by using Vaults.

Connections and capabilities credentials are stored solely on the Edge site. While at rest,

credentials use envelope encryption where the credentials are encrypted by a key, which on

its turn is encrypted by another key.

The Edge native encryption mechanism is based on two RSA key pairs. They are stored in the

following places:

Keys DIC server Edge
server

Purpose When is it gen-
erated?

Where is it stored?

Red pub-
lic key

Yes No Used to
encrypt con-
nection cre-
dentials.

After the Edge site is
successfully
installed.

In the Collibra
Cloud.

Red
private
key

Yes (encryp-
ted using pub-
lic blue key)

No Used to
decrypt con-
nection cre-
dentials.

After the Edge site is
successfully
installed.

Encrypted by the
Blue public key in
the Collibra Cloud

Blue pub-
lic key

Yes Yes Used to
encrypt red
private keys.

During the install-
ation or re-install-
ation of the Edge
site is

Encrypted on the
Edge site.

Blue
private
key

No Yes Used to
decrypt red
private key.

During the install-
ation or re-install-
ation of the Edge
site is

Encrypted on the
Edge site.

The blue key pair is stored as a Kubernetes credential on the Edge server so it undergoes a

native K3S encryption as described here.

An Edge site owns the blue key pair, with the blue private key stored on Edge. Similar to that,

Collibra Platform owns the red key pair. Every credential on Edge is encrypted with the red

public key, which is sent to the Edge site for each capability execution, encrypted with the blue
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public key. Once on the Edge site, Edge be decrypted with the red private key, and credentials

that are needed to execute a connection or a capability are decrypted and injected into the

capability container.

Note Inside the k8s cluster, all other credentials, for example data source credentials
and datadog credentials, are stored encrypted at rest.
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Customer Credentials

Note You can manage your data source secrets and credentials by using Vaults.

Credentials storage
All sensitive data is stored on Edge and encrypted by the native k3s mechanism. Additionally,

all user entered credentials are encrypted using the native Edge encryption mechanism.

Secret encryption
In the case of Virtual Machine or Bare Metal installations (k3a based), all secrets are encrypted

using the native Kubernetes mechanism. The whole state of the cluster, including secrets and

ConfigMap, are subject to encryption. The encryption algorithm that is used is AES 128 in CBC

mode and PKCS#7 padding, which can be checked by running the following command: sudo

/usr/local/bin/k3s secrets-encrypt status

Additionally, if you don't use vaults, k3s and k8s add another level of encryption using AES 256

to any data that is at rest and not currently communicating from one node to another. For more

information, go to the Kubernetes documentation Encrypting Confidential Data at Rest.

The entire database is stored in the /var/lib/rancher/k3s/server/db/state.db file which

contains the SQLite data.

Credential encryption
Every value that is marked as To be encrypted by Edge management is additionally encrypted

by the Edge site specific red public key.

The algorithm for encryption is summarized below:

1. User enters sensitive text either via Web UI or REST API.

2. The text is placed in a command queue for your Edge site to execute, as it does for other

commands such as run job or cancel job. The text is picked up by the Edge site's polling
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mechanism for execution, which in this case, stores the Edge site credentials as a Kuber-

netes secret.

3. The Edge management module retrieves the red public key for the specific site.

4. A new AES 128 symmetric key (encryption key) is generated.

5. The encryption key is used to encrypt the sensitive text.

6. The encryption key itself is encrypted using the red public key.

7. The encrypted encryption key and encrypted text are concatenated and encoded using

Base64 encoding to form the Edgesecret.

8. The Edge secret is then sent directly to the Edge site, where it is stored as a Kubernetes

secret.

In short the algorithms used are:

l RSA 2048 in EBC mode and PKCS#1 padding
l AES 128 in EBC mode and PKCS#7 padding

Credentials transfer
When the Collibra server (Edge management module) has encrypted the credentials, they are

sent to the Edge site using the HTTP TLS 1.3 protocol.

Collibra platform credentials
Apart from the credentials that users need to enter in order to connect to the data sources,

there are also credentials which are needed to access the Collibra server itself.

These credentials include:

l Collibraserver credentials (username and password, stored in dgc-secret Secret)
o You can rotate these credentials by using the script: edge update-dgc-cred

l DataDog API key (stored in datadog-secret Secret)
o Rotation is currently not possible. You have to reinstall Edge.

l JFrog credentials (stored in collibra-edge-repo-creds Secret)
o Rotation is currently not possible. You have to reinstall Edge.

For K3S based installations, the JFrog credentials are also stored in file:

/etc/rancher/k3s/registries.yaml
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Note This file is unencrypted, but it is only accessible by a root user.
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Data samples in Edge
By default, Edge by design, doesn’t store any samples. To view sample data for data sources

registered via Edge, you can activate a sampling capability. For all details, see Sample data.

Edge capabilities such as Profiling and Classification use data in memory, after which the data

is discarded.
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Edge Cache
Any metadata, logs or metrics stored in the Edge cache are encrypted by default to improve

the security of your data and the platform. Additionally, Edge purges the oldest data from the

cache every 24 hours or when the cache reaches 1 GB of data, whichever occurs first.

You are not required to make any changes to this security policy, and there is no impact on the

functionality of your Edge sites.
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Edge service repository
To keep Edge synchronized with your Collibra Platform version, we deploy core Collibra

services and business capabilities in the Collibra repository of your environment. An Edge site

uses token-based authentication with read privileges to download services for each release.

The authentication and endpoint to access the Collibra repository are stored in the

registries.yaml file as part of the Edge site installer.

You can edit registries.yaml and access the registry independently, and download images for

Edge to scan them.

For more information about security scanning, go to Collibra's vulnerability and scanning

policy.
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Monitoring and logging
We monitor and log all interaction between an Edge site and Collibra Platform, as well as the

Edge site infrastructure health. All logs are kept in the Collibra Datadog account.

Note We don’t send Catalog connector logs to your environment. These Catalog
connector logs are by default turned off. If they are enabled, they are kept on the Edge
site itself. If you are troubleshooting an issue, you have to extract these logs as soon as
possible after the completion or failure of the capability, as these files will be removed
after a day, and send them to Collibra Support via a support ticket.

Additional information
For more information, go to the following resources:

l Edge logging
l Create Metadata connector log file
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Host hardening on K3S-based
integration
Each time you start K3S, a KUBECONFIG file is created. This file contains the credentials to

access the K3S cluster as an administrator. The KUBECONFIG file is created by default under

/etc/rancher/k3s/k3s.yaml. For security reasons, we recommend host hardening by making

the KUBECONFIG file inaccessible for other users. As long as the host hardening is applied to

Edge, you cannot connect to the K3S cluster using kubectl or the Edge tools.

In this article, you will learn how to enable and disable the host hardening.

Prerequisites
l Edge needs to be installed.
l You must install iptables-services package and enable iptables.

yum install iptables-services

l You need root privileges on the server that hosts the Edge site.

Enable host hardening
1. Sign into the server that hosts your Edge site with root privileges.

2. Open the file /etc/systemd/system/k3s.service.env for editing.

3. Add the following lines to the k3s.service.env file:
o K3S_KUBECONFIG_OUTPUT=/dev/null.
o K3S_KUBECONFIG_MODE=666

Note If there are other lines, setting other environment variables do not remove
them.

4. Restart the K3S service: systemctl restart k3s
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5. Check if the KUBECONFIG file is empty: cat /etc/rancher/k3s/k3s.yaml

Note K3S is actually making /etc/rancher/k3s/k3s.yaml a symlink to /dev/null.

To further increase the security of your server, you can prevent connections to K3S from other

sources than localhost.

Limit the access to the following ports other than localhost:

Protocol Port Description

TCP 6443 Kubernetes API Server

TCP 10250 Kubelet metrics

The following configuration file prevents access to the ports mentioned in the table and, with

iptables, provides persistence in the event of Edge upgrades and reboots. Please check with

your security team for compliance and for the tools used to filter the traffic before applying

these commands.

*filter
:INPUT ACCEPT [0:0]
:edge hardening - [0:0]
-A INPUT -j edge hardening
-A edge hardening -m state --state RELATED,ESTABLISHED -j
ACCEPT
-A edge hardening -p tcp -m state --state NEW -m tcp --dport
22 -j ACCEPT
-A edge hardening -j ACCEPT -i lo -p tcp -m multiport --dports
6443,10250
-A edge hardening -j ACCEPT -i cni0 -p tcp -m multiport --
dports 6443,10250
-A edge hardening -j DROP -p tcp -m multiport --dports
6443,10250
COMMIT

Disable host hardening
1. Sign into the server that hosts your Edge site with root privileges.

2. Open the file /etc/systemd/system/k3s.service.env for editing.
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3. Remove the following lines from the k3s.service.env file:
o K3S_KUBECONFIG_OUTPUT=/dev/null.
o K3S_KUBECONFIG_MODE=666

4. Restart the K3S service:

systemctl restart k3s

5. Check if the KUBECONFIG file is empty:

cat /etc/rancher/k3s/k3s.yaml

6. Comment out any undesired restrictions in iptables.

7. Restart iptables.
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About private registries with Edge
A private container image registry allows you to use your own infrastructure to perform

security scans and audit container images consumed by your Edge site. Before you configure

a private container registry, keep the following in mind:

l Switching to a private container image registry is only possible during installation. If you

want to add a private container image registry for an existing Edge site, you need to rein-

stall your Edge site with your registry.
l All Edge site container images must live in the same registry.
l When copying images to your private container image registry, make sure only the

domain name is updated when tagging the new images.

Note
l Custom Helm registries are not supported.
l Other forms of security scanning, such as penetration tests, can be performed

either independently or as a part of the security flow that includes a private
container image registry.

l Security scan reports are only accepted for supported Edge versions. This is
because security fixes are not applied to old, out-dated versions of Edge. For
example, from November 19, 2023 to February 24, 2024, security scans are only
accepted for Edge version 2023.11 and subsequent weekly updates (2023.11.x).
For information on which Edge versions are supported with the latest release, go
to the Compatibility between Edge and Collibra Data Intelligence Cloud.

Supported private container image registries
l Amazon Elastic Container Registry
l Azure Container Registry
l Google Container Registry
l JFrog
l Nexus
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Note The above list shows the tested and supported private container image
registries. If your private container image registry is not listed but uses user/pass
authentication, you can attempt to install your Edge site with your registry. However,
Collibra Support can't provide assistance for untested registries.
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Configure an Edge site with an
Amazon Elastic Container Registry
This topic explores how to configure your Edge site with an Amazon Elastic Container Registry

with IAM Role based authentication for EKS.

This registry is only supported for Edge sites installed on the following Amazon managed

Kubernetes clusters:

l EKS
l AWS Fargate using EKS

To install your Edge site on an Amazon managed Kubernetes cluster with an Amazon Elastic

Container Registry using an IAM Role based authentication for EKS method, add the following

flag to the installation command:

--registry-url <url_for_registry>

./edgecli install --registry-url 812518457384.dkr.ecr.eu-west-
1.amazonaws.com

For more more information, go to Amazon's ECR Images with Amazon EKS documentation.
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Configure an Edge site with an Azure
Container Registry
This topic explores how to configure your Edge site with a private Azure Container Registry.

We support the following Azure Container Registry authentication methods:

l Access token
l IAM based authentication for AKS

o This method is only available for Edge sites installed on an Azure managed Kuber-

netes cluster.
l Service Principal ID with associated secret

Access token
To install your Edge site on k3s with an Azure Container Registry using the Access token

authentication method, add the following flags to the installation command:

-r registries.yaml
--registry-url <url_for_registry>
--registry-user <token_name>
--registry-pass <token_password>

sudo sh install-master.sh properties.yaml -r registries.yaml
--registry-url edge.azurecr.io
--registry-user azureEdge
--registry-pass azureEdge12

For more information, go to the Azure Container Registry access token documentation.
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Service Principal ID with associated secret
To install your Edge site on k3s with an Azure Container Registry using the Service

Principal ID with associated secret authentication method:

l Make sure the service principal has pull permissions from the Azure Container

Registry.
l Add the following flags to the installation command:

-r registries.yaml
--registry-url <url_for_registry>
--registry-user <service_principal_id>
--registry-pass <service_principal_secret>

sudo sh install-master.sh properties.yaml -r registries.yaml
--registry-url edge.azurecr.io
--registry-user azureEdge
--registry-pass azureEdge12

Access token
To install your Edge site on managed Kubernetes cluster with an Azure Container Registry

using the Access authentication method, add the following flags to the installation

command:

--registry-url <url_for_registry>
--registry-user <token_name>
--registry-pass <token_password>

71



./edgecli install
--registry-url edge.azurecr.io
--registry-user azureEdge
--registry-pass azureEdge12

For more information, go to the Azure Container Registry access token documentation.

Service Principal ID with associated secret
To install your Edge site a managed Kubernetes cluster with an Azure Container Registry

using the Service Principal ID with associated secret authentication method:

l Make sure the service principal has pull permissions from the Azure Container

Registry.
l Add the following flags to the installation command:

-r registries.yaml
--registry-url <url_for_registry>
--registry-user <service_principal_id>
--registry-pass <service_principal_secret>

./edgecli install
--registry-url edge.azurecr.io
--registry-user azureEdge
--registry-pass azureEdge12

Azure IAM based authentication for AKS
Azure Container Registries that use the Azure IAM based authentication for AKS

authentication method are only supported for Edge sites installed on an Azure managed

Kubernetes cluster.
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To install your Edge site on a Azure managed Kubernetes cluster with an Azure Container

Registry using the Azure IAM based authentication for AKS authentication method, add

the following flag to the installation command:

--registry-url <url_for_registry>

./edgecli install
--registry-url edge.azurecr.io

For more information about Amazon's IAM role based authentication, go to the Azure

Container Registry documentation.
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Configure an Edge site with a Google
Artifact Registry
This topic explores how to configure an Edge site with Google Artifact Registry.

We support the following Google Artifact Registry authentication methods:

l Service Account Key
l Workload Identity Federation for GKE

o This method is only available for Edge sites installed on a GKE managed Kuber-

netes cluster.

Service Account Key
To install your Edge site on k3s with a Google Artifact Registry using the Service Account

Key authentication method, add the following flags to the installation command:

-r registries.yaml
--registry-url <url_for_registry>
--registry-user _json_key
--registry-pass <path_to_json_key_file>

sudo sh install-master.sh properties.yaml -r registries.yaml
--registry-url https://europe-west1-
docker.pkg.dev/path/to/registry
--registry-user _json_key
--registry-pass /path/to/json_key_file.json

For more information, go to the Google Artifact Registry service account documentation.

Chapter 2

74

https://cloud.google.com/artifact-registry/docs/docker/authentication#json-key


Chapter 2

Service Account Key
To install your Edge site on managed Kubernetes cluster with a Google Artifact Registry

using the Service Account Key authentication method, add the following flags to the

installation command:

--registry-url <url_for_registry>
--registry-user _json_key
# as a single lined version of what’s in the json_key json
file wrapped in single quotes OR you can simply pass the
path to the json_key json file
--registry-pass <path_to_json_key_file> OR <json_key_in_
format_above>

./edgecli install
--registry-url https://europe-west1-
docker.pkg.dev/path/to/registry
--registry-user _json_key
--registry-pass /path/to/json_key_file.json

For more information, go to the Google Artifact Registry service account documentation.

Workload Identity Federation for GKE
Google Artifact Registries that use the Workload Identity Federation for GKE

authentication method are only supported for Edge sites installed on a GKE managed

Kubernetes cluster. We recommend using a service account with GAR access on the GKE

node level, however, you can use IAM authentication that doesn't require a specific service

account on the cluster to pull container images.

To install your Edge site on a GKE managed Kubernetes cluster with a Google Artifact

Registry using the Workload Identity Federation for GKE authentication method, add the

following flag to the installation command:
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--registry-url <url_for_registry>

./edgecli install
--registry-url https://europe-west1-
docker.pkg.dev/path/to/registry

For more information about the Workload Identity Federation for GKE authentication

method, go to Google's documentation:

l How Workload Identity Federation for GKE works
l About Workload Identity Federation for GKE
l Service accounts for GKE
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Configure an Edge site with a private
registry using user/pass
authentication
This topic explores how to configure your Edge site with a supported private container image

registry using the user/pass authentication method.

Edge supports the following private container registries using the user/pass authentication

method:

l JFrog
l Nexus

Note The above list shows the tested and supported private container image
registries. If your private container image registry is not listed but uses user/password
authentication, you can attempt to install your Edge site with your registry. However,
Collibra Support can't provide assistance for untested registries.

User/Pass authentication
To install your Edge site with a private container image registry using the user/pass

authentication method, add the following flags to the installation command:

Note All user/pass authenticated container image registries must use HTTPS for all
communication.

If you're installing your Edge site on k3s, you must store any certificates required to
communicate to the registry in /etc/ssl/certs/cert.crt on the k3s virtual machine, and
then restart k3s by running the following command:

sudo systemctl restart k3s
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--registry-url <url_for_registry>
--registry-user <username>
--registry-pass <password>

--registry-url nexus.company.com/edge-registry
--registry-user NexusEdge
--registry-pass NexusEdge12
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Edge Vaults
This feature is available only in the latest UI.

Edge Vaults is an integration between your Edge site and your vault provider, which allows you

to increase the security of your Edge site and data source information.

With the Edge Vaults integration:

l You can pull your sensitive information from your vault application or service, rather than

manually entering your information into Edge where it is encrypted and stored as Kuber-

netes secrets.
l Edge does not keep any sensitive information in the Edge site, it relies on the vault integ-

ration to establish a secure connection to your data sources.
l It is easier to rotate your secrets, because you do not have to manually rotate them in Col-

libra. Managing your data source credentials only needs to be performed in your organ-

ization's vault.
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About Edge Vaults
This feature is available only in the latest UI.

Note The Vault integration is not available for Collibra Cloud sites.

The Edge Vault feature allows you to integrate your Edge site with your existing vault provider

and implement your organization’s credential management policies for any data source to

which Edge connects.

A vault provider is a third-party secret management service, which should already be

implemented by your organization. Your vault provider will store your data source information

behind different types of Vault Keys, such as queries or names. Each vault may have

requirements or restrictions surrounding what and how this information is stored. We

recommend you review your vault provider's documentation for any of these requirements.

Once your integrate your Edge site with your vault provider, you can create Edge connections

which call to your vault to retrieve the data source information. You must enter the vault

specific Vault Key for each data source property you need or want to pull into your connection.

For example, if you want to pull a data source password into your Edge connection, and in your

vault this data source password is stored by the secret name my-secret, then you would enter

my-secret as the Vault Key for the password field.

Important If your data source connection requires a file to establish a secure
connection, then the sensitive contents of the file must be encoded into Base64 and
stored as a secret in your vault.

Edge supports the following vault integrations:

l CyberArk Vault
o Supported version:

n CyberArk Central Credential Provider (CCP) : 8.0.0

l HashiCorp Vault
o  Supported version:

n HashiCorp Vault 1.19.x
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o Support secret engines:
n Key Value V2 Secret Engine
n Database Secret Engine

l Azure Key Vault

l AWS Secrets Manager

l Google Secret Manager

What's next?
l Integrate your Edge site to your vault provider.
l Learn how to set up an Edge connection with your vault.
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Integrate your Edge site with your
vault
This feature is available only in the latest UI.

You can integrate an Edge site with your existing vault to more easily and securely manage

your data source information and set up your Edge site connections. In this topic, we review

how to set up the integration between your Edge site and your existing vault.

Note You must already have an existing vault with a supported vault provider to use
this feature. This topic does not review how to create or setup a vault.

For steps on how to integrate your Edgesite with your vault, see the online version of this guide.
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Edit vault integration configuration via
Edge CLI
This feature is available only in the latest UI.

You can inspect and update the configuration of your vault integration and rotate the vault

credentials using the Edge CLI tool.

For steps on how to edit your Edge site vault configuration, see the online version of this guide.

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the mTLSAllow-list authentication method to inspect or update all or any of the vault

configuration settings.

sudo ./edgecli vault update cyber tls <name> \
  --desc <description> \
  --appId <appID> \
  --url <url>
  --caPath <caPath> \
  --certPath <certPath> \
  --keyPath <keyPath>

./edgecli vault update cyber tls <name> \
  --desc <description> \
  --appId <appID> \
  --url <url>
  --caPath <caPath> \
  --certPath <certPath> \
  --keyPath <keyPath>
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Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<appId> (required) The application ID configured on the CyberArk server.

<url> (required) The URL of your CyberArk Vault .

<caPath> (required) The file containing the Certificate Authority.

If you use a--caPath, it must be in the X.509 format (PEM encoded).

<certPath>

(required)

The file containing the Client Certificate.

If you use a--certPath, it must be in the X.509 format (PEM encoded).

<keyPath>

(required)

The file containing the Client Private Key.

If you use a--keyPath, it must be in the PKCS#8 format (PEM encoded).

Note When using the mTLS authentication method, you must always include the
following three variables, even if you are only updating one variable, such as the name of
the vault integration:

l caPath
l certPath
l keyPath

sudo ./edgecli vault update cyber tls "Edge CyberArk Vault
mTLS" \

--appId "edge" \
--caPath "./certs/ca.crt" \
--certPath "./certs/aimws.crt" \
--keyPath "./certs/aimws-pkcs8.key"
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sudo ./edgecli vault update cyber allow-list <name> \
  --desc <description> \
  --appId <appId> \
  --url <url> \
  --caPath <caPath>

./edgecli vault update cyber allow-list <name> \
  --desc <description> \
  --appId <appId> \
  --url <url> \
  --caPath <caPath>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance.

<appId> (required) The application ID configured on the CyberArk server.

<url> (required) The URL of your CyberArk Vault .

<caPath> (required) The file containing the Certificate Authority.

If you use a--caPath, it must be in the X.509 format (PEM encoded).

Note When using the allow-list authentication method, you only need to include the
vault integration variable that you want to update.

sudo ./edgecli vault update cyber allow-list "Edge CyberArk
allowlist" \
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--appId "edge" \
--caPath "./certs/ca.crt"

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the Username and passwordTLS authentication method to inspect or update all or any of the

vault configuration settings.

sudo ./edgecli vault update hashicorp user-pass <name>/
  --desc <description> \
  --user <username> \
  --pass <password> \
  --caPath <caPath> \
  --url <url>

./edgecli vault update hashicorp user-pass <name>/
  --desc <description> \
  --user <username> \
  --pass <password> \
  --caPath <caPath> \
  --url <url>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within
an Edge site. For Kubernetes guidelines on the required naming

conventions of the<name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot include
white spaces or special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is
150.
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Command Description

<user> (required) The username for your vault.

<pass> (required) The password for your vault.

<caPath> (optional) The file containing the Certificate Authority.

If you use--caPath it must be in the PKCS#8 format.

Note A--caPath file is optionally included for the creation of
the authentication endpoint. It will not be required if the HTTP
endpoint is used for the Username/Password authentication. The
HTTP endpoint is used for the Username/Password
authentication.

<url> (required) The URL of the HashiCorp Vault.

<vaultNamespace>

(optional)

A unique namespace in your vault.

sudo ./edgecli vault update hashicorp user-pass "Hasicorp vault
user-pass AuthN"/

--user "my-edge-site" \
--pass "EdgePass123" \
--url "https://hashicorp-vault.edge.collibra.dev:8210/"

sudo ./edgecli vault update hashicorp tls <name>/
  --authName <authName>
  --desc <description> \
  --caPath <caPath> \
  --certPath <certPath> \
  --keyPath <keyPath> \
  --url <url>
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./edgecli vault update hashicorp tls <name>/
  --authName <authName>
  --desc <description> \
  --caPath <caPath> \
  --certPath <certPath> \
  --keyPath <keyPath> \
  --url <url>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within
an Edge site. For Kubernetes guidelines on the required naming

conventions of the<name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot include
white spaces or special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is
150.

<user> (required) The username for your vault.

<pass> (required) The password for your vault.

<caPath> (optional) The file containing the Certificate Authority.

If you use--caPath it must be in the PKCS#8 format.

Note A--caPath file is optionally included for the creation of
the authentication endpoint. It will not be required if the HTTP
endpoint is used for the Username/Password authentication. The
HTTP endpoint is used for the Username/Password
authentication.

<url> (required) The URL of the HashiCorp Vault.

<vaultNamespace>

(optional)

A unique namespace in your vault.
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sudo ./edgecli vault update hashicorp tls "tls-vault-auth"/
--authName "tls-vault-auth" \
--certPath "~/hashicorp/vault/edge-site.crt" \
--keyPath "~/hashicorp/vault/edge-site.key" \
--url "https://hashicorp-vault.edge.collibra/"

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the Managed Identity assigned to Azure VMService Principal SecretService Principal with

PEM certificateService Principal with PFX certificate authentication method to inspect or

update all or any of the vault configuration settings.

sudo ./edgecli vault update azure managed-identity <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix>

./edgecli vault update azure managed-identity <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.
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Command Description

<dnsSuffix> The data-plane endpoint for your vault.

Note <dnsSuffix> is required if you use a private version of
Azure for security purposes. For example, for FedRAMP, you would
need to specify the Azure US Government DNS suffix:
vault.usgovcloudapi.net.

Otherwise, Edge uses the default value:.vault.azure.net.

sudo ./edgecli vault update azure managed-identity "Azure-
managed-identity" \

--dnsSuffix "Azure-managed-identity.azure.net"

sudo ./edgecli vault update azure sp-secret <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --clientSecret <clientSecret>

./edgecli vault update azure sp-secret <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --clientSecret <clientSecret>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore
( _ ), or period (.) characters. The name cannot include white spaces
or special characters such as /, !, ?.
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Command Description

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<dnsSuffix> The data-plane endpoint for your vault.

Note <dnsSuffix> is required if you use a private version of
Azure for security purposes. For example, for FedRAMP, you would
need to specify the Azure US Government DNS suffix:
vault.usgovcloudapi.net.

Otherwise, Edge uses the default value:.vault.azure.net.

<tenantId>

(required)

The unique identifier of the Azure AD instance that the Azure Key Vault
belongs to.

<clientId>

(required)

The identifier of the service principal client.

<clientSecret>

(required)

The secret of the service principal client.

sudo ./edgecli vault update azure sp-secret "Azure-service-
principal" \

--tenantId "165" \
--clientId "AZ_22" \
--clientSecret "Secret123"

sudo ./edgecli vault update azure sp-pem <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --certPath <certPath>
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./edgecli vault update azure sp-pem <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --certPath <certPath>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<dnsSuffix> The data-plane endpoint for your vault.

Note <dnsSuffix> is required if you use a private version of
Azure for security purposes. For example, for FedRAMP, you would
need to specify the Azure US Government DNS suffix:
vault.usgovcloudapi.net.

Otherwise, Edge uses the default value:.vault.azure.net.

<tenantId>

(required)

The unique identifier of the Azure AD instance that the Azure Key Vault
belongs to.

<clientId>

(required)

The identifier of the service principal client.

<certPath>

(required)

The file containing the Client Certificate.

sudo ./edgecli vault update azure sp-secret "Azure-service-
principal-PEM" \
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--tenantId "165" \
--clientId "AZ_22" \
--certPath "~/azurekey/vault/edge-site.crt"

sudo ./edgecli vault update azure sp-pfx <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --certPath <certPath> \
  --certPassword <certPassword>

./edgecli vault update azure sp-pfx <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --certPath <certPath> \
  --certPassword <certPassword>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore
( _ ), or period (.) characters. The name cannot include white spaces
or special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.
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Command Description

<dnsSuffix> The data-plane endpoint for your vault.

Note <dnsSuffix> is required if you use a private version of
Azure for security purposes. For example, for FedRAMP, you would
need to specify the Azure US Government DNS suffix:
vault.usgovcloudapi.net.

Otherwise, Edge uses the default value:.vault.azure.net.

<tenantId>

(required)

The unique identifier of the Azure AD instance that the Azure Key Vault
belongs to.

<clientId>

(required)

The identifier of the service principal client.

<certPath>

(required)

The file containing the Client Certificate.

<certPassword>

(required)

The password used to protect the PFX certificate.

sudo ./edgecli vault update azure sp-secret "Azure-service-
principal-PFX" \

--tenantId "165" \
--clientId "AZ_22" \
--certPath "~/azurekey/vault/edge-site.crt" \
--certPassword "AZ_PFX_password1"

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the IAM Access KeyInstance ProfileAssume Role authentication method to inspect or update

all or any of the vault configuration settings.
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sudo ./edgecli vault update aws key-secret <name> \
  --desc <description> \
  --region <region> \
  --endpointOverride <endpointOverride> \
  --accessKeyId <accessKeyId> \
  --accessKey <accessKey>

./edgecli vault update aws key-secret <name> \
  --desc <description> \
  --region <region> \
  --endpointOverride <endpointOverride> \
  --accessKeyId <accessKeyId> \
  --accessKey <accessKey>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique
within an Edge site. For Kubernetes guidelines on the required naming
conventions of the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot
include white spaces or special characters such as /, !, ?.

<description> (optional) The description of the vault instance. The maximum character length
is 150.

<region> The region of the AWS Secrets Manager you want to use.

Note Region is optional if your Edge site and AWS Secrets
Manager are both located in the same AWS region.

Region is required if:

l You are using<endpointOverride>.
l Your Edge site is on k3s and running in AWS.
l Your Edge site is running in a different region than the AWS

Secrets Manager you want to connect to.
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Command Description

<endpointOverride> The URL of the entry point for your AWS Secrets Manager vault.

Note <endpointOverride> is required if you use a
private version of AWS for security purposes. For example, for
FIPS, you would need to specify the FIPS endpoint:
<protocol>"://://"<service-code>"-
fips."<region>".amazonaws.com.

Otherwise, Edge will use the default regional value:
"<protocol>"://"<service-
code>"."<region-code>".amazonaws.com

<accessKeyId> (required) The ID of the IAM key you want to authenticate with.

<accessKey> (required) The IAM key you want to authenticate with.

sudo ./edgecli vault update aws key-secret "AWS-IAM" \
--accessKeyId "1234" \
--accessKey "abcd"

sudo ./edgecli vault update aws key-secret "AWS-IAM" \
--accessKeyId "1234" \
--accessKey "abcd"

sudo ./edgecli vault update aws instance-profile <name> \
  --desc <description> \
  --region <region> \
  --endpointOverride <endpointOverride>

./edgecli vault update aws instance-profile <name> \
  --desc <description> \
  --region <region> \
  --endpointOverride <endpointOverride>
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Command Description

<name> (required) The name of the vault instance. It is required and it must be unique
within an Edge site. For Kubernetes guidelines on the required naming
conventions of the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot
include white spaces or special characters such as /, !, ?.

<description> (optional) The description of the vault instance. The maximum character length
is 150.

<region> The region of the AWS Secrets Manager you want to use.

Note Region is optional if your Edge site and AWS Secrets
Manager are both located in the same AWS region.

Region is required if:

l You are using<endpointOverride>.
l Your Edge site is on k3s and running in AWS.
l Your Edge site is running in a different region than the AWS

Secrets Manager you want to connect to.

<endpointOverride> The URL of the entry point for your AWS Secrets Manager.

Note <endpointOverride> is required if you use a
private version of AWS for security purposes. For example, for
FIPS, you would need to specify the FIPS endpoint:
<protocol>"://://"<service-code>"-
fips."<region>".amazonaws.com.

Otherwise, Edge will use the default regional value:
"<protocol>"://"<service-
code>"."<region-code>".amazonaws.com

sudo ./edgecli vault update aws instance-profile "AWS-Instance"
\

--desc "AWS vault with Instant Profile authentication" \
--region "eu-west-1" \
--endpointOverride "http://my-secret-vault.aws.com"
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sudo ./edgecli vault update aws instance-profile <name> \
  --desc <description> \
  --roleArn <roleArn>"
  --roleSessionName <roleSessionName>
  --region <region>"\
  --endpointOverride <endpointOverride>

./edgecli vault update aws instance-profile <name> \
  --desc <description> \
  --roleArn <roleArn>"
  --roleSessionName <roleSessionName>
  --region <region>"\
  --endpointOverride <endpointOverride>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique
within an Edge site. For Kubernetes guidelines on the required naming
conventions of the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot
include white spaces or special characters such as /, !, ?.

<description> (optional) The description of the vault instance. The maximum character length
is 150.

<roleArn> (required) The Amazon Resource name of the role you want your Edge site to
assume when accessing the AWS Secrets Manager secrets.

Note In order for your Edge site to successfully assume this
specified role, the Instance Profile role that is attached to the
EKS cluster must be trusted by the target role.

<roleSessionName>

(optional)

The name of the session you want this role to appear as in AWS
security logs.
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Command Description

<region> The region of the AWS Secrets Manager you want to use.

Note Region is optional if your Edge site and AWS Secrets
Manager are both located in the same AWS region.

Region is required if:

l You are using<endpointOverride>.
l Your Edge site is on k3s and running in AWS.
l Your Edge site is running in a different region than the AWS

Secrets Manager you want to connect to.

<endpointOverride> The URL of the entry point for your AWS Secrets Manager.

Note <endpointOverride> is required if you use a
private version of AWS for security purposes. For example, for
FIPS, you would need to specify the FIPS endpoint:
<protocol>"://://"<service-code>"-
fips."<region>".amazonaws.com.

Otherwise, Edge will use the default regional value:
"<protocol>"://"<service-
code>"."<region-code>".amazonaws.com

sudo ./edgecli vault update aws instance-profile "AWS-Assume" \
--roleArn "edge-session"
--roleSessionName "edge-session"

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the IAM Role assigned to the Google Cloud Engine VMService Account JSON KeyService

Account P12 Key authentication method to inspect or update all or any of the vault

configuration settings.
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sudo ./edgecli vault update gcp iam-role <name> \
  --desc <description> \
  --projectId <projectId>

./edgecli vault update gcp iam-role <name> \
  --desc <description> \
  --projectId <projectId>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<projectId>

(required)

The ID of the Google Account project which contains the Google Secret
Manager.

sudo ./edgecli vault update gcp iam-role "GCP-IAM" \
--projectId="IAM_145" \

sudo ./edgecli vault update  gcp sa-json <name> \
  --desc <description> \
  --projectId <projectId> \
  --keyPath <keyPath>

./edgecli vault update  gcp sa-json <name> \
  --desc <description> \
  --projectId <projectId> \
  --keyPath <keyPath>
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Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<projectId>

(required)

The ID of the Google Account project which contains the Google Secret
Manager.

<keyPath>

(required)

The file containing the Client Private Key.

sudo ./edgecli vault update gcp sa-jsone "GCP-JSON" \
--projectId="JSON_145" \
--keyPath="~/GCP/vault/edge-site.json"

sudo ./edgecli vault update gcp sa-json <name> \
  --desc <description> \
  --projectId <projectId> \
  --keyPath <keyPath> \
  --keyPassword <keyPassword> \
  --emailAddress <emailAddress>

./edgecli vault update gcp sa-json <name> \
  --desc <description> \
  --projectId <projectId> \
  --keyPath <keyPath> \
  --keyPassword <keyPassword> \
  --emailAddress <emailAddress>
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Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore
( _ ), or period (.) characters. The name cannot include white spaces
or special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<projectId>

(required)

The ID of the Google Account project which contains the Google Secret
Manager.

<keyPath> (required) The file containing the Client Private Key.

<keyPassword> The P12 password.

<emailAddress> The Google Service Account email address.

sudo ./edgecli vault update aws instance-profile "GCP-P12" \
--projectId "P12_145" \
--keyPath "/GCP/vault/edge-site.p12" \
--keyPassword "GCP_edge_vault_password" \
--emailAddress "GCPedgeVault@gmail.com"

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the mTLSAllow-list authentication method to inspect or update all or any of the vault

configuration settings.
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sudo ./edgecli vault update cyber tls <name> \
  --desc <description> \
  --appId <appID> \
  --url <url>
  --caPath <caPath> \
  --certPath <certPath> \
  --keyPath <keyPath>

./edgecli vault update cyber tls <name> \
  --desc <description> \
  --appId <appID> \
  --url <url>
  --caPath <caPath> \
  --certPath <certPath> \
  --keyPath <keyPath>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<appId> (required) The application ID configured on the CyberArk server.

<url> (required) The URL of your CyberArk Vault .

<caPath> (required) The file containing the Certificate Authority.

If you use a--caPath, it must be in the X.509 format (PEM encoded).

<certPath>

(required)

The file containing the Client Certificate.

If you use a--certPath, it must be in the X.509 format (PEM encoded).

<keyPath>

(required)

The file containing the Client Private Key.

If you use a--keyPath, it must be in the PKCS#8 format (PEM encoded).
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Note When using the mTLS authentication method, you must always include the
following three variables, even if you are only updating one variable, such as the name of
the vault integration:

l caPath
l certPath
l keyPath

sudo ./edgecli vault update cyber tls "Edge CyberArk Vault
mTLS" \

--appId "edge" \
--caPath "./certs/ca.crt" \
--certPath "./certs/aimws.crt" \
--keyPath "./certs/aimws-pkcs8.key"

sudo ./edgecli vault update cyber allow-list <name> \
  --desc <description> \
  --appId <appId> \
  --url <url> \
  --caPath <caPath>

./edgecli vault update cyber allow-list <name> \
  --desc <description> \
  --appId <appId> \
  --url <url> \
  --caPath <caPath>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.
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Command Description

<description>

(optional)

The description of the vault instance.

<appId> (required) The application ID configured on the CyberArk server.

<url> (required) The URL of your CyberArk Vault .

<caPath> (required) The file containing the Certificate Authority.

If you use a--caPath, it must be in the X.509 format (PEM encoded).

Note When using the allow-list authentication method, you only need to include the
vault integration variable that you want to update.

sudo ./edgecli vault update cyber allow-list "Edge CyberArk
allowlist" \
--appId "edge" \
--caPath "./certs/ca.crt"

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the Username and passwordTLS authentication method to inspect or update all or any of the

vault configuration settings.

sudo ./edgecli vault update hashicorp user-pass <name>/
  --desc <description> \
  --user <username> \
  --pass <password> \
  --caPath <caPath> \
  --url <url>
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./edgecli vault update hashicorp user-pass <name>/
  --desc <description> \
  --user <username> \
  --pass <password> \
  --caPath <caPath> \
  --url <url>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within
an Edge site. For Kubernetes guidelines on the required naming

conventions of the<name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot include
white spaces or special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is
150.

<user> (required) The username for your vault.

<pass> (required) The password for your vault.

<caPath> (optional) The file containing the Certificate Authority.

If you use--caPath it must be in the PKCS#8 format.

Note A--caPath file is optionally included for the creation of
the authentication endpoint. It will not be required if the HTTP
endpoint is used for the Username/Password authentication. The
HTTP endpoint is used for the Username/Password
authentication.

<url> (required) The URL of the HashiCorp Vault.

<vaultNamespace>

(optional)

A unique namespace in your vault.
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sudo ./edgecli vault update hashicorp user-pass "Hasicorp vault
user-pass AuthN"/

--user "my-edge-site" \
--pass "EdgePass123" \
--url "https://hashicorp-vault.edge.collibra.dev:8210/"

sudo ./edgecli vault update hashicorp tls <name>/
  --authName <authName>
  --desc <description> \
  --caPath <caPath> \
  --certPath <certPath> \
  --keyPath <keyPath> \
  --url <url>

./edgecli vault update hashicorp tls <name>/
  --authName <authName>
  --desc <description> \
  --caPath <caPath> \
  --certPath <certPath> \
  --keyPath <keyPath> \
  --url <url>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within
an Edge site. For Kubernetes guidelines on the required naming

conventions of the<name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot include
white spaces or special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is
150.

<user> (required) The username for your vault.

<pass> (required) The password for your vault.
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<caPath> (optional) The file containing the Certificate Authority.

If you use--caPath it must be in the PKCS#8 format.

Note A--caPath file is optionally included for the creation of
the authentication endpoint. It will not be required if the HTTP
endpoint is used for the Username/Password authentication. The
HTTP endpoint is used for the Username/Password
authentication.

<url> (required) The URL of the HashiCorp Vault.

<vaultNamespace>

(optional)

A unique namespace in your vault.

sudo ./edgecli vault update hashicorp tls "tls-vault-auth"/
--authName "tls-vault-auth" \
--certPath "~/hashicorp/vault/edge-site.crt" \
--keyPath "~/hashicorp/vault/edge-site.key" \
--url "https://hashicorp-vault.edge.collibra/"

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the Managed Identity assigned to Azure VMService Principal SecretService Principal with

PEM certificateService Principal with PFX certificate authentication method to inspect or

update all or any of the vault configuration settings.

sudo ./edgecli vault update azure managed-identity <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix>

./edgecli vault update azure managed-identity <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix>
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Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<dnsSuffix> The data-plane endpoint for your vault.

Note <dnsSuffix> is required if you use a private version of
Azure for security purposes. For example, for FedRAMP, you would
need to specify the Azure US Government DNS suffix:
vault.usgovcloudapi.net.

Otherwise, Edge uses the default value:.vault.azure.net.

sudo ./edgecli vault update azure managed-identity "Azure-
managed-identity" \

--dnsSuffix "Azure-managed-identity.azure.net"

sudo ./edgecli vault update azure sp-secret <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --clientSecret <clientSecret>

./edgecli vault update azure sp-secret <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --clientSecret <clientSecret>
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Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore
( _ ), or period (.) characters. The name cannot include white spaces
or special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<dnsSuffix> The data-plane endpoint for your vault.

Note <dnsSuffix> is required if you use a private version of
Azure for security purposes. For example, for FedRAMP, you would
need to specify the Azure US Government DNS suffix:
vault.usgovcloudapi.net.

Otherwise, Edge uses the default value:.vault.azure.net.

<tenantId>

(required)

The unique identifier of the Azure AD instance that the Azure Key Vault
belongs to.

<clientId>

(required)

The identifier of the service principal client.

<clientSecret>

(required)

The secret of the service principal client.

sudo ./edgecli vault update azure sp-secret "Azure-service-
principal" \

--tenantId "165" \
--clientId "AZ_22" \
--clientSecret "Secret123"
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sudo ./edgecli vault update azure sp-pem <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --certPath <certPath>

./edgecli vault update azure sp-pem <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --certPath <certPath>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<dnsSuffix> The data-plane endpoint for your vault.

Note <dnsSuffix> is required if you use a private version of
Azure for security purposes. For example, for FedRAMP, you would
need to specify the Azure US Government DNS suffix:
vault.usgovcloudapi.net.

Otherwise, Edge uses the default value:.vault.azure.net.

<tenantId>

(required)

The unique identifier of the Azure AD instance that the Azure Key Vault
belongs to.
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Command Description

<clientId>

(required)

The identifier of the service principal client.

<certPath>

(required)

The file containing the Client Certificate.

sudo ./edgecli vault update azure sp-secret "Azure-service-
principal-PEM" \

--tenantId "165" \
--clientId "AZ_22" \
--certPath "~/azurekey/vault/edge-site.crt"

sudo ./edgecli vault update azure sp-pfx <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --certPath <certPath> \
  --certPassword <certPassword>

./edgecli vault update azure sp-pfx <name> \
  --desc <description> \
  --dnsSuffix <dnsSuffix> \
  --tenantId <tenantId> \
  --clientId <clientId> \
  --certPath <certPath> \
  --certPassword <certPassword>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore
( _ ), or period (.) characters. The name cannot include white spaces
or special characters such as /, !, ?.
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Command Description

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<dnsSuffix> The data-plane endpoint for your vault.

Note <dnsSuffix> is required if you use a private version of
Azure for security purposes. For example, for FedRAMP, you would
need to specify the Azure US Government DNS suffix:
vault.usgovcloudapi.net.

Otherwise, Edge uses the default value:.vault.azure.net.

<tenantId>

(required)

The unique identifier of the Azure AD instance that the Azure Key Vault
belongs to.

<clientId>

(required)

The identifier of the service principal client.

<certPath>

(required)

The file containing the Client Certificate.

<certPassword>

(required)

The password used to protect the PFX certificate.

sudo ./edgecli vault update azure sp-secret "Azure-service-
principal-PFX" \

--tenantId "165" \
--clientId "AZ_22" \
--certPath "~/azurekey/vault/edge-site.crt" \
--certPassword "AZ_PFX_password1"

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the IAM Access KeyInstance ProfileAssume Role authentication method to inspect or update

all or any of the vault configuration settings.
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sudo ./edgecli vault update aws key-secret <name> \
  --desc <description> \
  --region <region> \
  --endpointOverride <endpointOverride> \
  --accessKeyId <accessKeyId> \
  --accessKey <accessKey>

./edgecli vault update aws key-secret <name> \
  --desc <description> \
  --region <region> \
  --endpointOverride <endpointOverride> \
  --accessKeyId <accessKeyId> \
  --accessKey <accessKey>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique
within an Edge site. For Kubernetes guidelines on the required naming
conventions of the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot
include white spaces or special characters such as /, !, ?.

<description> (optional) The description of the vault instance. The maximum character length
is 150.

<region> The region of the AWS Secrets Manager you want to use.

Note Region is optional if your Edge site and AWS Secrets
Manager are both located in the same AWS region.

Region is required if:

l You are using<endpointOverride>.
l Your Edge site is on k3s and running in AWS.
l Your Edge site is running in a different region than the AWS

Secrets Manager you want to connect to.
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Command Description

<endpointOverride> The URL of the entry point for your AWS Secrets Manager vault.

Note <endpointOverride> is required if you use a
private version of AWS for security purposes. For example, for
FIPS, you would need to specify the FIPS endpoint:
<protocol>"://://"<service-code>"-
fips."<region>".amazonaws.com.

Otherwise, Edge will use the default regional value:
"<protocol>"://"<service-
code>"."<region-code>".amazonaws.com

<accessKeyId> (required) The ID of the IAM key you want to authenticate with.

<accessKey> (required) The IAM key you want to authenticate with.

sudo ./edgecli vault update aws key-secret "AWS-IAM" \
--accessKeyId "1234" \
--accessKey "abcd"

sudo ./edgecli vault update aws key-secret "AWS-IAM" \
--accessKeyId "1234" \
--accessKey "abcd"

sudo ./edgecli vault update aws instance-profile <name> \
  --desc <description> \
  --region <region> \
  --endpointOverride <endpointOverride>

./edgecli vault update aws instance-profile <name> \
  --desc <description> \
  --region <region> \
  --endpointOverride <endpointOverride>
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Command Description

<name> (required) The name of the vault instance. It is required and it must be unique
within an Edge site. For Kubernetes guidelines on the required naming
conventions of the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot
include white spaces or special characters such as /, !, ?.

<description> (optional) The description of the vault instance. The maximum character length
is 150.

<region> The region of the AWS Secrets Manager you want to use.

Note Region is optional if your Edge site and AWS Secrets
Manager are both located in the same AWS region.

Region is required if:

l You are using<endpointOverride>.
l Your Edge site is on k3s and running in AWS.
l Your Edge site is running in a different region than the AWS

Secrets Manager you want to connect to.

<endpointOverride> The URL of the entry point for your AWS Secrets Manager.

Note <endpointOverride> is required if you use a
private version of AWS for security purposes. For example, for
FIPS, you would need to specify the FIPS endpoint:
<protocol>"://://"<service-code>"-
fips."<region>".amazonaws.com.

Otherwise, Edge will use the default regional value:
"<protocol>"://"<service-
code>"."<region-code>".amazonaws.com

sudo ./edgecli vault update aws instance-profile "AWS-Instance"
\

--desc "AWS vault with Instant Profile authentication" \
--region "eu-west-1" \
--endpointOverride "http://my-secret-vault.aws.com"
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sudo ./edgecli vault update aws instance-profile <name> \
  --desc <description> \
  --roleArn <roleArn>"
  --roleSessionName <roleSessionName>
  --region <region>"\
  --endpointOverride <endpointOverride>

./edgecli vault update aws instance-profile <name> \
  --desc <description> \
  --roleArn <roleArn>"
  --roleSessionName <roleSessionName>
  --region <region>"\
  --endpointOverride <endpointOverride>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique
within an Edge site. For Kubernetes guidelines on the required naming
conventions of the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-),
underscore ( _ ), or period (.) characters. The name cannot
include white spaces or special characters such as /, !, ?.

<description> (optional) The description of the vault instance. The maximum character length
is 150.

<roleArn> (required) The Amazon Resource name of the role you want your Edge site to
assume when accessing the AWS Secrets Manager secrets.

Note In order for your Edge site to successfully assume this
specified role, the Instance Profile role that is attached to the
EKS cluster must be trusted by the target role.

<roleSessionName>

(optional)

The name of the session you want this role to appear as in AWS
security logs.
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Command Description

<region> The region of the AWS Secrets Manager you want to use.

Note Region is optional if your Edge site and AWS Secrets
Manager are both located in the same AWS region.

Region is required if:

l You are using<endpointOverride>.
l Your Edge site is on k3s and running in AWS.
l Your Edge site is running in a different region than the AWS

Secrets Manager you want to connect to.

<endpointOverride> The URL of the entry point for your AWS Secrets Manager.

Note <endpointOverride> is required if you use a
private version of AWS for security purposes. For example, for
FIPS, you would need to specify the FIPS endpoint:
<protocol>"://://"<service-code>"-
fips."<region>".amazonaws.com.

Otherwise, Edge will use the default regional value:
"<protocol>"://"<service-
code>"."<region-code>".amazonaws.com

sudo ./edgecli vault update aws instance-profile "AWS-Assume" \
--roleArn "edge-session"
--roleSessionName "edge-session"

Steps
In the cluster where your Edge site is installed, use the Edge CLI tool to run the command for

the IAM Role assigned to the Google Cloud Engine VMService Account JSON KeyService

Account P12 Key authentication method to inspect or update all or any of the vault

configuration settings.
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sudo ./edgecli vault update gcp iam-role <name> \
  --desc <description> \
  --projectId <projectId>

./edgecli vault update gcp iam-role <name> \
  --desc <description> \
  --projectId <projectId>

Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<projectId>

(required)

The ID of the Google Account project which contains the Google Secret
Manager.

sudo ./edgecli vault update gcp iam-role "GCP-IAM" \
--projectId="IAM_145" \

sudo ./edgecli vault update  gcp sa-json <name> \
  --desc <description> \
  --projectId <projectId> \
  --keyPath <keyPath>

./edgecli vault update  gcp sa-json <name> \
  --desc <description> \
  --projectId <projectId> \
  --keyPath <keyPath>
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<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore ( 
_ ), or period (.) characters. The name cannot include white spaces or
special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<projectId>

(required)

The ID of the Google Account project which contains the Google Secret
Manager.

<keyPath>

(required)

The file containing the Client Private Key.

sudo ./edgecli vault update gcp sa-jsone "GCP-JSON" \
--projectId="JSON_145" \
--keyPath="~/GCP/vault/edge-site.json"

sudo ./edgecli vault update gcp sa-json <name> \
  --desc <description> \
  --projectId <projectId> \
  --keyPath <keyPath> \
  --keyPassword <keyPassword> \
  --emailAddress <emailAddress>

./edgecli vault update gcp sa-json <name> \
  --desc <description> \
  --projectId <projectId> \
  --keyPath <keyPath> \
  --keyPassword <keyPassword> \
  --emailAddress <emailAddress>
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Command Description

<name> (required) The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of
the <name> parameter, go to Labels and Selectors.

Note The name can only contain alphanumeric, dash (-), underscore
( _ ), or period (.) characters. The name cannot include white spaces
or special characters such as /, !, ?.

<description>

(optional)

The description of the vault instance. The maximum character length is 150.

<projectId>

(required)

The ID of the Google Account project which contains the Google Secret
Manager.

<keyPath> (required) The file containing the Client Private Key.

<keyPassword> The P12 password.

<emailAddress> The Google Service Account email address.

sudo ./edgecli vault update aws instance-profile "GCP-P12" \
--projectId "P12_145" \
--keyPath "/GCP/vault/edge-site.p12" \
--keyPassword "GCP_edge_vault_password" \
--emailAddress "GCPedgeVault@gmail.com"
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Retrieve your vault integration
information via the Edge CLI
This feature is available only in the latest UI.

You can review the details of your vault integrations from the Edge CLI tool.

Prerequisites
l Ensure that your environment uses the latest user interface.
l You have integrated your Edge site with your vault.
l You have installed and configured the Edge CLI tool.

Retrieve information on all vault
integrations
You can retrieve a list of all of your configured vault integrations on an Edge site by running

the following command in the Edge CLI:

sudo ./edgecli vault list

This command provides the following vault integration information:

l ID
l Name
l Type
l Description
l Address

Note Address is returned only for CyberArk Vault integrations.
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Note This command will not return any authentication information of your vault
integrations. If you want to retrieve authentication information about your vaults, you
need to retrieve the details of a specific vault.

Retrieve specific vault details
Run the following command in the Edge CLI to compile all of the details of a specific vault

integration, such as ID, description, and authentication type:

sudo ./edgecli vault get <name>

Properties Description

<name>

(required)

The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of the
<name> parameter, go to Labels and Selectors.

Note You can choose to provide<vaultId> instead of<name> . If
you don't have the vault ID, you can get it by retrieving all vault
integrations.

This command provides the following vault integration information:

l ID
l Name
l AppID
l Type
l Description
l Address

Note Address is returned only for CyberArk Vault integrations.

l AuthType
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Retrieve information on all vault
integrations
You can retrieve a list of all of your configured vault integrations on an Edge site by running

the following command in the Edge CLI:

./edgecli vault list

This command provides the following vault integration information:

l ID
l Name
l Type
l Description
l Address

Note Address is returned only for CyberArk Vault integrations.

Note This command will not return any authentication information of your vault
integrations. If you want to retrieve authentication information about your vaults, you
need to retrieve the details of a specific vault.

Retrieve specific vault details
Run the following command in the Edge CLI to compile all of the details of a specific vault

integration, such as ID, description, and authentication type:

./edgecli vault get <name>
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Properties Description

<name>

(required)

The name of the vault instance. It is required and it must be unique within an
Edge site. For Kubernetes guidelines on the required naming conventions of the
<name> parameter, go to Labels and Selectors.

Note You can choose to provide<vaultId> instead of<name> . If
you don't have the vault ID, you can get it by retrieving all vault
integrations.

This command provides the following vault integration information:

l ID
l Name
l AppID
l Type
l Description
l Address

Note Address is returned only for CyberArk Vault integrations.

l AuthType
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How to access help for Vaults
This feature is available only in the latest UI.

If you need any help with the vault command parameters, run one of the following commands in

the Edge CLI, based on the Kubernetes cluster where your Edge site is installed:

l Bundled k3s installations:

sudo ./edgecli vault create <vault> <authMethod> -h

l Managed Kubernetes installations:

./edgecli vault create <vault> <authMethod> -h

Properties Description

<vault> The type of vault application you use, for example, CyberArk or HashiCorp.

<authMethod> The authentication method you use to connect to your vault.

For specific vault help examples, see the online version of this guide.

Chapter 2

126

co_ui-overview.htm
https://productresources.collibra.com/docs/collibra/latest/Default.htm#cshid=DOC0712https://productresources.collibra.com/docs/collibra/latest/Default.htm#cshid=DOC0711https://productresources.collibra.com/docs/collibra/latest/Default.htm#cshid=DOC0710https://productresources.collibra.com/docs/collibra/latest/Default.htm#cshid=DOC1229


Chapter 2

Delete an Edge site vault integration
This feature is available only in the latest UI.

If you no longer need a vault integration on your Edge site, you can use the Edge CLI tool to

delete the vault integration.

Warning Deleting a vault integration will impact any connection on the same Edge site
that uses this vault integration. Before deleting a vault integration, ensure that no Edge
site connections use that vault integration.

Prerequisites
l Ensure that your environment uses the latest user interface.
l You have added a vault in your Edge site.
l You have installed and configured the Edge CLI tool.

Steps
Run the following code in the Edge CLI:

sudo ./edgecli vault delete <name>

Properties Description

<name>

(required)

The name of the vault instance. It is required and it must be unique within an Edge
site. For Kubernetes guidelines on the required naming conventions of the <name>
parameter, go to Labels and Selectors.

Note You can to choose provide<vaultId> instead of<name> . If you
don't have the vault ID, you can get it by retrieving all vault integrations.
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Steps
Run the following code in the Edge CLI:

./edgecli vault delete <name>

Properties Description

<name>

(required)

The name of the vault instance. It is required and it must be unique within an Edge
site. For Kubernetes guidelines on the required naming conventions of the <name>
parameter, go to Labels and Selectors.

Note You can to choose provide<vaultId> instead of<name> . If you
don't have the vault ID, you can get it by retrieving all vault integrations.
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Installing an Edge site
An Edge site is a component installed in a customer's environment. Each Edge site has a

unique identifier and hosts an Edge capability that can access a data source.

This section contains the information that you need to know to install an Edge site.
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About an Edge site installation
After creating your Edge sites in Collibra Platform, you have to install the Edge software on

either the bundled k3s in the Edge site installer or one of the following managed Kubernetes

clusters:

l Azure Kubernetes Service (AKS)
l AWS Fargate using EKS
l Amazon EKS (EKS)
l Google Kubernetes Engine (GKE)
l OpenShift

You typically install Edge sites within the same secure environment as the relevant data

source. A customer usually has several Edge sites depending on their requirements, for

example the number of networks and secure environments, as well as the technical and legal

spread of data sources.

Edge sites installed on a managed Kubernetes cluster after the 2024.05 release can be

installed in one of the following ways:

l Edge Command Line Interface - our recommended installation method.
l Helm chart - a manual installation method. You need to deploy the Edge helm chart and

all prerequisite resources required by Edge, such as configmaps and secrets. You may

want to use this method if you are automating the installation process in your own CI/CD

environment.

Important You should only use the Helm Chart installation method if you are
familiar with helm and Kubernetes. As such, Collibra Support is limited and they
cannot assist with custom helm and Kubernetes configurations.

An Edge site can have:

l Zero or more predefined connections to data sources via a JDBC driver.
l One or more integration capabilities to process data on site and send the results to Col-

libra.
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An Edge site is a compute run-time on the Kubernetes cluster, that executes capabilities close

to your data but that is configurable from the Collibra Platform settings. It has a dedicated

unique identifier and handles data sources that it can reach within its network. You can have

more than one Edge site, depending on the number of networks, security domains, regions or

VPCs that you have.

Properties

Property Description

Name The name of the Edge site. Use a meaningful name, for example
NetherlandsDataCentre1. Do not use spaces or special characters.

This field is mandatory and the name must be globally unique.

Status The status of the Edge site.

The status is automatically shown when you create an Edge site.

ID The unique ID of the Edge site, which is generated automatically when you create
the Edge site.

Description The description of the Edge site. We recommend to put at least basic location
information of the Edge site.

This field is mandatory.

Installer and
property files

A section where you can download the installer and property files to install an Edge
site on a server.

This section is only visible when the Edge site has the status To be installed.

Statuses
The status of an Edge site indicates if the Edge site can be used or not. The status is shown on

the Edge settings page of the Collibra settings. An Edge site can have one of the following

statuses:
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Status Description

To be installed The Edge site is created, but not installed yet.

Offline Collibra cannot reach the Edge site. This can be caused by an unsuccessful
installation or a lost connection.

See the installation logs for more information.

Unhealthy Collibra can connect to the Edge site, but some functions don't work correctly. This
is typically caused by problems during the installation.

See the installation logs for more information.

Healthy The Edge site installation was successful.

Installation directories on K3S
The Edge site installer installs files in the following directories on your host server:

l /var/lib/rancher/
l /var/log/
l /etc/
l /usr/local/bin/
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System requirements of an Edge site
To use Edge, you must ensure that the following system requirements are met.

Note The default Edge CLI method is an easier solution for installing your Edge site via
the Edge CLI. Edge creates the cluster level objects, such as namespaces and priority
classes for you. This method can be used for both dedicated and shared clusters.

Note The restrictive Edge CLI method allows you or your company to create the
cluster level objects, such as namespaces and priority classes, for your Edge site. This
method may be required if your company has security requirements or process that do
not allow Edge sites to create the cluster level objects for you. This method can be used
for both dedicated and shared clusters.

Warning Collibra Support will not assist with custom Helm or Kubernetes
configurations. The following steps are an example, and any assistance for
configurations or issues outside of these steps is unsupported. We recommend using
the Edge CLI method for managed Kubernetes installations.

A common example of custom Helm configurations is, but not limited to, using an
unsupported private repository. At this time, we only support a JFrog repository.

Software requirements
l You must be able to install the Edge software on one of the following supported versions

of Red Hat Enterprise Linux (RHEL):
o RHEL 8.8 or later (8.x).
o RHEL 9.2 or later (9.x).

Note
n We recommend not installing Edge on end-of-Life versions of RHEL.
n We recommend ensuring the k3s version installed on your Edge site

can be run on the version of RHEL you have.
n For more information on installing Edge on a Linux server, go to How

to prepare a Linux server for running and installing Edge on the
Collibra Support Portal.
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l Your Edge site installer must use an Edge supported k3s version.
l The sudo package is installed on the Linux host.
l The user who installs Edge has full sudo access (ALL=(ALL) ALL).
l If you want SE Linux enabled, install the following policy packages before installing Edge:

o yum install -y container-selinux selinux-policy-base
o If you use RHEL 8:

yum install -y https://github.com/k3s-io/k3s-
selinux/releases/download/v1.6.latest.1/k3s-selinux-
1.6-1.el8.noarch.rpm

o If you use RHEL 9:

yum install -y https://github.com/k3s-io/k3s-
selinux/releases/download/v1.6.latest.1/k3s-selinux-
1.6-1.el9.noarch.rpm

These packages are not hosted by Collibra. If you have any questions, contact your

internal teams.

Tip If you are an early adopter or you use Edge for preview testing purposes, we highly
recommend that you disable SELinux.

Hardware requirements

Note When installing on k3s, the Virtual Machine (VM) must be dedicated to a single
Edge site installer.

You need the following minimum hardware requirements:

l 64 GB memory.
l 16-core CPU with x86_64 architecture. 
l At least 50 GB of free storage on the partition that contains /var/lib/rancher/k3s. This

partition is used for:
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o K3s cluster configuration data.
o Docker images that are used by the k3s container runtime on the Edge site.

mkdir -p /var/lib/rancher/k3s
mkfs.xfs /dev/<block-device-name>
mount /dev/<block-device-name> /var/lib/rancher/k3s
echo '/dev/<block-device-name> /var/lib/rancher/k3s xfs
defaults 0 0' >> /etc/fstab

Note
o This is the default install path. If it is not created as a separate mount point

after following the steps above, the install will use 50 GB of disk space from
either /var, or if not present, the root level of the drive.

o The partition mountpoint should not have the noexec option.

Warning Any data in this location is fully managed by the Edge site. Do not save
any other data in this location as the data can be removed by Edge without
notification.

l At least 5 GB of free storage on the partition that contains /var/log. This partition is used

to:
o Write k3s audit logs. Edge uses up to 1.1 GB of space to write and store these logs.

Each log file can be up to 100 MB, and only the last 10 files within a 30-day period

are retained.
o Write pod logs. Edge uses up to 60 MB per container to write and store these logs.

The number of containers depends on the workload.
l At least 200 GB of free storage on the partition that holds /var/lib/kubelet.

o We recommend dedicating this storage on the /var partition if it exists. If it doesn't

exist, you can dedicate this storage on the /(root) partition.
o This partition is used by k3s to write ephemeral data related to kubernetes, using

the hardcoded path

/var/lib/kubelet/pods/<containerId>/volumes/kubernetes.io~empty-dir/.
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Note If you have technical lineage capabilities, each concurrent execution
of these capabilities requires 15 GB of space on /var/lib/kubelet. The
number of technical lineage capabilities you can run concurrently depends
on the available space on /var/lib/kubelet. If you need to run more technical
lineage capabilities concurrently than your have space for, you can use the
auto-scaling mechanism within the managed k8s platforms.

l If you run the Linux server on AWS, Azure, or GCP, disable the services nm-cloud-

setup.service and nm-cloud-setup.timer.

systemctl disable nm-cloud-setup.service nm-cloud-
setup.timer 
reboot

Warning When new capabilities are added in the future, the hardware requirements
may change.

Network requirements

Commercial
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.datadoghq.com: This URL is used to collect some of

the logs from Edge for issue diagnosis. We do not send JDBC driver logs from

Edge to Datadog.
o https://*.repository.collibra.io: This URL serves as the primary source for

downloading the latest Edge docker images from Collibra's docker registry

and helm-chart repository.
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Note If the allowlist does not accept wildcards:
n https://repository.collibra.io
n https://edge-docker-delivery.repository.collibra.io
n https://mirror-docker.repository.collibra.io

o https://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics

and traces for monitoring the health and usage of Edge sites.
l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.

l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.

Note
l Ensure that the network connectivity between the internal cluster and the

service CIDRs use by k3s (which are by default 10.42.0.0/16 and 10.43.0.0/16)
is not blocked.

l In case firewalld is enabled, run the following commands to add the cni0
and loopback interfaces to a trusted zone, so that Kubernetes can use it
between its services:

firewall-cmd --zone=trusted --change-interface=cni0
--permanent
firewall-cmd --zone=trusted --change-interface=lo -
-permanent
firewall-cmd --reload
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FedRAMP
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.ddog-gov.com
o https://*.artifactory-gov2prod.collibra.com/

Note If the allowlist does not accept wildcards:
n https://artifactory-gov2prod.collibra.com
n https://edge-docker-delivery.artifactory-gov2prod.collibra.com

l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.

l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.
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Note
l Ensure that the network connectivity between the internal cluster and the

service CIDRs use by k3s (which are by default 10.42.0.0/16 and 10.43.0.0/16)
is not blocked.

l In case firewalld is enabled, run the following commands to add the cni0
and loopback interfaces to a trusted zone, so that Kubernetes can use it
between its services:

firewall-cmd --zone=trusted --change-interface=cni0
--permanent
firewall-cmd --zone=trusted --change-interface=lo -
-permanent
firewall-cmd --reload

Note For the network requirements specific to creating a technical lineage, go to
Lineage harvester system requirements.

Whats next
l Create an Edge site in Collibra Platform.
l Install an Edge site and learn more about which upgrade method you should select for

your Edge site.
l Optionally, you can configure your own private docker registry.
l Optionally, you can set up a Vault integration.
l Create an Edge site connection.
l Create an Edge site capability.

EKS requirements
You can install the Edge software on managed Kubernetes clusters.

l AWS EKS 1.27, 1.28, 1.29, 1.30, 1.31, and 1.32 are supported for new and existing Edge

sites.
l EKS cluster has IRSA enabled.
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l Set up security groups to ensure that worker nodes can communicate with each other

on non-privileged ports.

Software requirements
l A Linux server for x86_64 architecture where bash is available. This is the server from

which you install the Edge software on EKS.

Tip This server will also contain the Edge tools.

l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.

apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
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metadata:
name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
name: username> # The user that will perform the

installation
namespace: collibra-edge

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
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o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.

apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:

name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
name: username> # The user that will perform the

installation
namespace: collibra-edge

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.
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l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Ensure your kubectl client is compatible with the relevant EKS version.

Hardware requirements
You need an operational EKS cluster with at least 1 worker node that is running a Linux-based

operating system. The cluster must meet the following requirements:

l The total cluster capacity has at least 16 core CPU and 64 GB memory, for example, 4

worker nodes each with 4 core CPU and 16 GB.
l Each worker node needs at least 100 GB free disk space to store Docker images, logs,

and ephemeral cluster data.
l We recommend you have at least 2 worker nodes in the EKS cluster.

Note For more information about Linux OS for EKS clusters, go to the Amazon
documentation about Amazon EKS optimized AMIs. As Edge sites are only compatible
with Linux OS, disregard the Windows AMI option in this resource.

Network requirements
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Commercial
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.datadoghq.com: This URL is used to collect some of

the logs from Edge for issue diagnosis. We do not send JDBC driver logs from

Edge to Datadog.
o https://*.repository.collibra.io: This URL serves as the primary source for

downloading the latest Edge docker images from Collibra's docker registry

and helm-chart repository.

Note If the allowlist does not accept wildcards:
n https://repository.collibra.io
n https://edge-docker-delivery.repository.collibra.io
n https://mirror-docker.repository.collibra.io

o https://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics

and traces for monitoring the health and usage of Edge sites.
l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.

l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.
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FedRAMP
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.ddog-gov.com
o https://*.artifactory-gov2prod.collibra.com/

Note If the allowlist does not accept wildcards:
n https://artifactory-gov2prod.collibra.com
n https://edge-docker-delivery.artifactory-gov2prod.collibra.com

l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.

l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.

GKE requirements
You can install the Edge software on managed Kubernetes clusters.
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l GKE 1.27, 1.28, 1.29, 1.30, 1.31, and 1.32 are supported for new Edge sites.

Note You can migrate an existing k3s or EKS Edge site to a new managed
Kubernetes cluster by following the Managed Kubernetes reinstallation steps
using the Edge CLI method. You can't migrate from an existing Edge site to a new
cluster using the Helm chart method.

Software requirements
l A Linux server for x86_64 architecture where bash is available.. This is the server from

which you install the Edge software on GKE.

Tip This server will also contain the Edge tools.

l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.

apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
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- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:

name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
name: username> # The user that will perform the

installation
namespace: collibra-edge

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
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o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.

apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:

name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
name: username> # The user that will perform the

installation
namespace: collibra-edge

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.
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l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Ensure your Kubectl client is compatible with the relevant GKE version.

Hardware requirements
You need an operational GKE cluster with at least 1 worker node. The cluster must meet the

following requirements:

l The total cluster capacity has at least 16 core CPU and 64 GB memory, for example, 2

worker nodes each with 8 core CPU and 32 GB or 4 work nodes each with 4 core CPU

and 16 GB.
l Each worker node needs at least 100 GB free disk space to store Docker images, logs,

and ephemeral cluster data.
l We recommend you have at least 2 worker nodes in the GKE cluster.

Note At this time, Edge site installations on GKE clusters are only compatible with
nodes running Linux-based operating systems. For more information about the
currently supported Linux OS for GKE clusters, go to the Google documentation about
Node images.

Network requirements
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Commercial
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.datadoghq.com: This URL is used to collect some of

the logs from Edge for issue diagnosis. We do not send JDBC driver logs from

Edge to Datadog.
o https://*.repository.collibra.io: This URL serves as the primary source for

downloading the latest Edge docker images from Collibra's docker registry

and helm-chart repository.

Note If the allowlist does not accept wildcards:
n https://repository.collibra.io
n https://edge-docker-delivery.repository.collibra.io
n https://mirror-docker.repository.collibra.io

o https://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics

and traces for monitoring the health and usage of Edge sites.
l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.

l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.
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FedRAMP
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.ddog-gov.com
o https://*.artifactory-gov2prod.collibra.com/

Note If the allowlist does not accept wildcards:
n https://artifactory-gov2prod.collibra.com
n https://edge-docker-delivery.artifactory-gov2prod.collibra.com

l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.

l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.

AWS Fargate using EKS requirements
You can install the Edge software on managed Kubernetes clusters.

l AWS Fargate using EKS on Kubernetes 1.27, 1.28, 1.29, 1.30, 1.31, and 1.32 are supported

for new Edge sites.
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Note You can migrate an existing k3s or EKS Edge site to a new managed
Kubernetes cluster by following the Managed Kubernetes reinstallation steps
using the Edge CLI method. You can't migrate from an existing Edge site to a new
cluster using the Helm chart method.

l EKS cluster has IRSA enabled
l You must create an AWS Fargate profile for your cluster with the following namespace

selectors:
o kube-system
o default
o collibra-*
o edge-kube-installer

l EKS cluster has CoreDNS enabled and running on a Fargate Node(s).

Software requirements
l A Linux server for x86_64 architecture where bash is available. This is the server from

which you install the Edge software on AWS Fargate using EKS.

Tip This server will also contain the Edge tools.

l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
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o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.

apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:

name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
name: username> # The user that will perform the

installation
namespace: collibra-edge

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.
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l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.

apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:

name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
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name: username> # The user that will perform the
installation

namespace: collibra-edge
roleRef:

apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Ensure your Kubectl client is compatible with the relevant EKS version.
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Network requirements

Commercial
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.datadoghq.com: This URL is used to collect some of the

logs from Edge for issue diagnosis. We do not send JDBC driver logs from Edge to

Datadog.
o https://*.repository.collibra.io: This URL serves as the primary source for

downloading the latest Edge docker images from Collibra's docker registry and

helm-chart repository.

Note If the allowlist does not accept wildcards:
n https://repository.collibra.io
n https://edge-docker-delivery.repository.collibra.io
n https://mirror-docker.repository.collibra.io

o https://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics and

traces for monitoring the health and usage of Edge sites.
l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site
may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.

l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains and

two name servers.
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OpenShift requirements
You can install the Edge software on managed Kubernetes clusters.

l OpenShift 4.14, 4.15, 4.16, 4.17, and 4.18 are supported for new Edge sites.

Note You can migrate an existing k3s or EKS Edge site to a new managed
Kubernetes cluster by following the Managed Kubernetes reinstallation steps
using the Edge CLI method. You can't migrate from an existing Edge site to a new
cluster using the Helm chart method.

Software requirements
l A Linux server for x86_64 architecture where bash is available. This is the server from

which you install the Edge software on OpenShift.

Tip This server will also contain the Edge tools.

l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.
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apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:

name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
name: username> # The user that will perform the

installation
namespace: collibra-edge

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.
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l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.

apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:

name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
name: username> # The user that will perform the

installation
namespace: collibra-edge

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to
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create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Ensure your Kubectl client is compatible with the relevant OpenShift version.

Hardware requirements
You need an operational OpenShift cluster with at least 1 worker node. The cluster must meet

the following requirements:

l The total cluster capacity has at least 16 core CPU and 64 GB memory, for example, 4

worker nodes each with 4 core CPU and 16 GB.
l Each worker node needs at least 100 GB free disk space to store Docker images, logs,

and ephemeral cluster data.
l We recommend you have at least 2 worker nodes in the OpenShift cluster.
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Note At this time, Edge site installations on OpenShift clusters are only compatible
with nodes running Linux-based operating systems. For more information about the
currently supported Linux OS for OpenShift clusters, go to the OpenShift
documentation.

Network requirements

Commercial
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.datadoghq.com: This URL is used to collect some of

the logs from Edge for issue diagnosis. We do not send JDBC driver logs from

Edge to Datadog.
o https://*.repository.collibra.io: This URL serves as the primary source for

downloading the latest Edge docker images from Collibra's docker registry

and helm-chart repository.

Note If the allowlist does not accept wildcards:
n https://repository.collibra.io
n https://edge-docker-delivery.repository.collibra.io
n https://mirror-docker.repository.collibra.io

o https://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics

and traces for monitoring the health and usage of Edge sites.
l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.
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l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.

FedRAMP
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.ddog-gov.com
o https://*.artifactory-gov2prod.collibra.com/

Note If the allowlist does not accept wildcards:
n https://artifactory-gov2prod.collibra.com
n https://edge-docker-delivery.artifactory-gov2prod.collibra.com

l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.

l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.
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AKS requirements
You can install the Edge software on managed Kubernetes clusters.

l AKS 1.27, 1.28, 1.29, 1.30, 1.31, and 1.32 are supported for new Edge sites.

Note You can migrate an existing k3s or EKS Edge site to a new managed
Kubernetes cluster by following the Managed Kubernetes reinstallation steps
using the Edge CLI method. You can't migrate from an existing Edge site to a new
cluster using the Helm chart method.

Software requirements
l A Linux server for x86_64 architecture where bash is available. This is the server from

which you install the Edge software on AKS.

Tip This server will also contain the Edge tools.

l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.
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apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:

name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
name: username> # The user that will perform the

installation
namespace: collibra-edge

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.
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l The kubeconfig environment variable must be set to a valid kubeconfig file that contains

the following:
o A user/service account with a role scoped to the collibra-edge namespace.
o The rules within the role must at minimum be set to "*".

Note You need to set each rules’ value to “*” because the apiVersions and
resources rules can change or be deprecated at any point within
Kubernetes. Setting these values to “*” ensures that your Edge site remains
compatible with the latest versions of Kubernetes. If the role has stricter
permissions, your site may experience breaking changes that will require
reinstallation.

apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:

name: edge-namespace-role
namespace: collibra-edge

rules:
- apiGroups: ["*"]
resources: ["*"]
verbs: ["*"]

---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:

name: edge-namespace-rb
namespace: collibra-edge

subjects:
- kind: User
name: username> # The user that will perform the

installation
namespace: collibra-edge

roleRef:
apiGroup: rbac.authorization.k8s.io
kind: Role
name: edge-namespace-role

l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to
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create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster.
l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Helm (v3).
l You must have yq version 4.18.1 or later, and jq installed on your Linux machine.
l You must have a kubeconfig file with plain cluster_admin kubectl access to the

EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to

create the Custom Resource Definitions (CRDs) and namespace required for the Edge

site.
Note The only thing that should be running inside of the dedicated namespace in
the shared cluster is the Edge site. We do not support running third-party
components, such as service mesh, inside of the Edge site's dedicated
namespace.

l The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_

admin kubectl access to the cluster.
l Ensure your Kubectl client is compatible with the relevant AKS version.

Hardware requirements
You need an operational AKS cluster with at least 1 worker node. The cluster must meet the

following requirements:

l The total cluster capacity has at least 16 core CPU and 64 GB memory, for example, 2

worker nodes each with 8 core CPU and 32 GB or 4 work nodes each with 4 core CPU

and 16 GB.
l Each worker node needs at least 100 GB free disk space to store Docker images, logs,

and ephemeral cluster data.
l We recommend you have at least 2 worker nodes in the AKS cluster.
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Note At this time, Edge site installations on AKS clusters are only compatible with
nodes running Linux-based operating systems. For more information about the
currently supported Linux OS for AKS clusters, go to the Azure documentation about
Azure Kubernetes core concepts.

Network requirements

Commercial
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.datadoghq.com: This URL is used to collect some of

the logs from Edge for issue diagnosis. We do not send JDBC driver logs from

Edge to Datadog.
o https://*.repository.collibra.io: This URL serves as the primary source for

downloading the latest Edge docker images from Collibra's docker registry

and helm-chart repository.

Note If the allowlist does not accept wildcards:
n https://repository.collibra.io
n https://edge-docker-delivery.repository.collibra.io
n https://mirror-docker.repository.collibra.io

o https://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics

and traces for monitoring the health and usage of Edge sites.
l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.
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l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.

FedRAMP
l An Edge site needs outbound connections to all of the following:

o The URL of your Collibra Platform environment.
o https://http-intake.logs.ddog-gov.com
o https://*.artifactory-gov2prod.collibra.com/

Note If the allowlist does not accept wildcards:
n https://artifactory-gov2prod.collibra.com
n https://edge-docker-delivery.artifactory-gov2prod.collibra.com

l Access to all data sources you need to connect to your Edge sites.
l Your Edge site has to be able to connect to port 443.
l Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1

Note If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge
site may become unhealthy. Follow the steps in this Support article to turn IP
forwarding on.

l If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific

truststores customization to the ca.pem, because Edge does not use the host TLS

trustsore. For more information, go to Configure a forward proxy.
l The resolve configuration file of your Linux host has maximum three search domains

and two name servers.

Note For the network requirements specific to creating a technical lineage, go to
Lineage harvester system requirements.
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Whats next
l Create an Edge site in Collibra Platform.
l Install an Edge site and learn more about which upgrade method you should select for

your Edge site.
l Optionally, you can configure your own private docker registry.
l Optionally, you can set up a Vault integration.
l Create an Edge site connection.
l Create an Edge site capability.
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Create an Edge site
As jobs are run on an Edge site, rather than on the Collibra platform, creating an Edge site

allows you to have a processing runtime at your own premises.

Prerequisites
l You have a global role that has the Manage Edge sites global permission.
l Your server meets all system requirements.
l You have enabled database registration via Edge in Collibra Console.

Note You must restart the Collibra Platform service when you have enabled this
option.

Steps
1. On the main toolbar, click→ Settings.

» The Settings page opens.

2. Click Edge.

» The Edge sites overview opens.

3. Above the table, to the right, click Create Site.

» The Create Edge site wizard starts.

4. Enter the required information.

Field Description

Site Name The name of the Edge site. Use a meaningful name, for example
NetherlandsDataCentre1. Do not use spaces or special characters.

This field is mandatory and the name must be globally unique.

Description The description of the Edge site. We recommend to put at least basic location
information of the Edge site.

This field is mandatory.

5. Select the Upgrade Mode for this Edge site.
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6. Click Create Site.

» The Edge sites overview appears, including the new Edge site with the status To be

installed.

What's next?
You can now install the Edge site, or if necessary, first configure a forward proxy.
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Install an Edge site
After you have created the Edge site in Collibra Platform, you have to install the Edge software

on a server.

Tip
Every time you download an Edge site installer, the previously downloaded Edge site
installer becomes outdated. If you use this outdated installer, the Edge site cannot
communicate with Collibra.

Prerequisites
l You have a global role with the Install Edge sites and the User Administration global

permission, for example Edge site administrator.
l You have created an Edge site.
l You have configured the forward proxy, if a forward proxy is required for Edge to

connect to Collibra, Datadog, OpenTelemetry and jFrog. Contact your network

administrator if this is applicable.
l Your server meets all system requirements.
l You will install your Edge site on a supported Kubernetes cluster.

Steps
1. Download the installer:

a. Open a site.

i. On the main toolbar, click→ Settings.

» The Settings page opens.

ii. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

iii. In the site overview, click the name of a site.

» The site page appears.
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b. Click Download Installer.

Tip When you download the installer, an Edge user is automatically
created in Collibra.

c. Depending on your operating system and browser, follow the regular steps for

downloading files.

» The installer file is a TGZ archive that contains the files proxy.properties,

properties.yaml and registries.yaml.

Warning If you download an installer, the previously downloaded Edge
site installer becomes invalid.

2. Extract the TGZ archive on the server on which you want to install the Edge site

software.

tar -xf <edge-site-id>-installer.tgz

Note
o Keep the installer or the contents of the extracted installer in a secure

location on your server. These contents contain various tools that you
may need later, for example to troubleshoot issues.

o If you want to run a script or executable file from the extracted
directory, ensure that the directory is not mounted as noexec. If a
directory is mounted as noexec, scripts and executable files will be
prevented from being run within the directory.

3. From inside the extracted TGZ archive directory, run the k3s installer script,

including any additional flags you may need to configure. For example, if you want to

configure a forward proxy or use a private docker registry for your Edge site.

Important
o If the Edge site has to connect via a forward HTTP proxy, then first

configure the forward proxy before executing the installation.
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sudo sh install-master.sh properties.yaml -r
registries.yaml

Flag Description

--proxy If you are using a forward proxy, add this flag to the
installation prerequisite script.

Note If your proxy properties are not in the
default proxy.properties file in the root of the
installer, you must add the file path the installation
prerequisite script. For example:

--proxy
temp/proxy/proxyproperties
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Flag Description

--ca If you want to use a custom certificate, for example to
configure a forward man-in-the-middle proxy, add this flag
to the installation prerequisite script.

Note If your custom certificate are not in the
default ca.pem file in the root of the installer, you
must add the file path the installation prerequisite
script. For example:

--ca temp/certs

You can also use this flag to add a custom certificate for
data sources.

Your data source may require the injection of a custom
certificate in order to connect with your Edge site. This
custom certificate is typically signed by a private,
untrusted Certificate Authority, and therefore must be
added to your Edge site truststore.

As you may not have a list of all required certificates at the

time of installation, we recommend thesudo

./edgecli config ca merge --path

command shown in the Edge CLI topic.

The process functions as follows:

a. Edge and the data source connect using the data
source certificate.

b. Edge communicates the data source metadata to your
Collibra Platform using a Collibra certified certificate.
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Flag Description

--registry-url

<registry-url>

The URL of your registry.

Add this flag if you use a private docker registry either with
or without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--registry-host Where your private docker is hosted. If you do not specify

this parameter, it is automatically derived from--

registry-url

For example:

edge-docker-delivery.my-

registry.docker.io

--registry-user

<registry-user>

Your registry account username.

Add this flag if you use a private docker registry with
authentication.

--registry-pass

<registry-pass>

Your registry account password.

Add this flag if you use a private docker registry with
authentication.

--user-id <user_id> If you want to run all of your Edge site pods and containers
with a specific user ID (UID), add this flag to the installation
script.

--group-id <group_

id>

If you want to run all of your Edge site pods and containers
with a specific group ID (GID), add this flag to the
installation script.

» In the Edge sites overview, you can see the status of the deployment.
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4. Run the following commands to verify the status of the installation.
o To ensure that Kubernetes is running and that there is an existing node:

sudo /usr/local/bin/kubectl get nodes

o To ensure the state of all pods are installed and running:

sudo /usr/local/bin/kubectl get pods --all-
namespaces

Note The default Edge CLI method is an easier solution for installing your Edge
site via the Edge CLI. Edge creates the cluster level objects, such as namespaces
and priority classes for you. This method can be used for both dedicated and
shared clusters.

Note The restrictive Edge CLI method allows you or your company to create the
cluster level objects, such as namespaces and priority classes, for your Edge site.
This method may be required if your company has security requirements or
process that do not allow Edge sites to create the cluster level objects for you. This
method can be used for both dedicated and shared clusters.

Warning Collibra Support will not assist with custom Helm or Kubernetes
configurations. The following steps are an example, and any assistance for
configurations or issues outside of these steps is unsupported. We recommend
using the Edge CLI method for managed Kubernetes installations.

A common example of custom Helm configurations is, but not limited to, using an
unsupported private repository. At this time, we only support a JFrog repository.

Prerequisites
l You have a global role with the Install Edge sites and the User Administration global

permission, for example Edge site administrator.
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l You have created an Edge site.
l You have configured the forward proxy, if a forward proxy is required for Edge to

connect to Collibra, Datadog, OpenTelemetry and jFrog. Contact your network

administrator if this is applicable.
l Your server meets all system requirements.
l You will install your Edge site on a supported Kubernetes cluster.
l You must have namespace level access to the Kubernetes cluster where you want

to install your Edge site.
l You must have admin level access to your the Kubernetes cluster where you want to

install your Edge site.
l You must have admin privileges to create the collibra-edge namespace, priority

classes, and CRD’s when executing the install script.
l You must run the following commands on a virtual machine where yq version 4.18.1

or later, and jq can be executed.

Steps
1. Download the installer:

a. Open a site.

i. On the main toolbar, click→ Settings.

» The Settings page opens.

ii. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

iii. In the site overview, click the name of a site.

» The site page appears.

b. Click Download Installer.

Tip When you download the installer, an Edge user is automatically
created in Collibra.

c. Depending on your operating system and browser, follow the regular steps for

downloading files.

» The installer file is a TGZ archive that contains the files proxy.properties,
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properties.yaml, and registries.yaml.

Warning If you download an installer, the previously downloaded Edge
site installer becomes invalid.

2. Extract the TGZ archive on the server on which you want to install the Edge site.

tar -xf <edge-site-id>-installer.tgz

Note
o Keep the installer or the contents of the extracted installer in a secure

location on your server. These contents contain various tools that you
may need later, for example to troubleshoot issues.

o If you want to run a script or executable file from the extracted
directory, ensure that the directory is not mounted as noexec. If a
directory is mounted as noexec, scripts and executable files will be
prevented from being run within the directory.

3. Set the EDGE_INSTALLER_PATH environment variable to the path of the root of the

extracted installer.

a. Go to the extracted installer and run pwd.The result should look similar to this:

/path/to/installer/installer-111e8a59-b842-4f57-
970c-32aa72000598

b. Set the environment variable to the result:

export EDGE_INSTALLER_
PATH=/path/to/installer/installer-111e8a59-b842-
4f57-970c-32aa72000598

4. Run the following command to confirm that the Kubeconfig environment variable has

been set to a valid kubeconfig:
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echo $KUBECONFIG  

5. Deploy cluster level objects:
o Create the namespace for collibra-edge.

Note Clusters that have more than one Edge site installed must have
unique namespaces.

i. Copy the following command, replacing <my-namespace> with a

unique name for the namespace:

apiVersion: v1
kind: Namespace
metadata:
  labels:
    pod-security.kubernetes.io/enforce: baseline
    pod-security.kubernetes.io/enforce-version:
v1.27
name: <my-namespace>

ii. Store this copied yaml into a new file called collibra-edge-ns.yaml.

iii. Create the namespace using kubectl:

kubectl apply -f collibra-edge-ns.yaml <my-
namespace>

Note Throughout the remaining installation steps, replace <my-
namespace> in the provided commands with this new namespace
name. Example commands will have edge-namespace as an example
namespace name.

o If you are using an Openshift cluster, deploy Security Context Constraints

(SCC) which provide Edge service accounts with the required permissions.

i. Create the SCC file, for example, edge-scc-minimal.yaml, and paste the

following information into it:
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apiVersion: security.openshift.io/v1
kind: SecurityContextConstraints
metadata:
  name: edge-scc-documented
allowHostDirVolumePlugin: false
allowHostIPC: false
allowHostNetwork: false
allowHostPID: false
allowHostPorts: false
allowPrivilegeEscalation: false
allowPrivilegedContainer: false
allowedCapabilities: []
allowedUnsafeSysctls: []
defaultAddCapabilities: []
fsGroup:
  type: MustRunAs
priority: null
readOnlyRootFilesystem: true
requiredDropCapabilities: []
runAsUser:
  type: MustRunAs
  uid: 1000
seLinuxContext:
  type: MustRunAs
  seLinuxOptions:
    level: "s0"
    role: "system_r"
    type: "container_t"
    user: "system_u"
seccompProfiles:
  - 'runtime/default'
supplementalGroups:
  type: MustRunAs
# who can use it
users: []
groups: [system:authenticated]

ii. Create the SCC-role file, for example, edge-scc-role-minimal.yaml, and

paste the following information into it:
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# File: edge-scc-role-minimal.yaml
apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:
  name: edge-scc-minimal
rules:
- apiGroups:
  - security.openshift.io
  resourceNames:
  - edge-scc-minimal
  resources:
  - securitycontextconstraints
  verbs:
  - use
---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:
  name: edge-scc-minimal
subjects:
- kind: Group
  name: system:serviceaccounts
  apiGroup: rbac.authorization.k8s.io
roleRef:
  kind: Role
  name: edge-scc-minimal
  apiGroup: rbac.authorization.k8s.io

iii. Deploy both the SCC and SCC-role files:

kubectl apply -f edge-scc-minimal.yaml
kubectl apply -f edge-scc-role-minimal.yaml -n
<my-namespace>

o For all cluster types, deploy priority classes:

kubectl apply -f resources/custom/priorityclass.yaml

6. Run one of the following installation commands on the machine that has the

Kubernetes cluster connection:
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Note
o You can install your Edge site with either terminal logging or terminal

and file logging. Both options log the output of your Edge site
installation.

n Terminal logging only saves the output to the Edge terminal.
n Terminal and file logging saves the output both to the terminal and

a separate file. This file will be saved in the current directory with
the naming format: edge-installer-$(date
+"%Y-%m-%d_%H-%M-%S").log
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o

./edgecli install -n <my-namespace>

Additional installation flags:

Flag Description

-n <my-

namespac

e>

If you created a custom namespace, add-n <my-namespace>

to the command. For example:

./edgecli install -n <my-namespace>

--proxy If you are using a forward proxy, add this flag to the installation
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the installer, you must add
the file path the installation prerequisite script. For example:

--proxy
temp/proxy/proxyproperties
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Flag Description

--ca If you want to use a custom certificate, for example to configure a
forward man-in-the-middle proxy, add this flag to the installation
prerequisite script.

Note If your custom certificate are not in the default
ca.pem file in the root of the installer, you must add the file
path the installation prerequisite script. For example:

--ca temp/certs

You can also use this flag to add a custom certificate for data
sources.

Your data source may require the injection of a custom certificate in
order to connect with your Edge site. This custom certificate is
typically signed by a private, untrusted Certificate Authority, and
therefore must be added to your Edge site truststore.

As you may not have a list of all required certificates at the time of

installation, we recommend the./edgecli config ca

merge --path command shown in the Edge CLI topic.

The process functions as follows:

i. Edge and the data source connect using the data source
certificate.

ii. Edge communicates the data source metadata to your Collibra
Platform using a Collibra certified certificate.

--is-

openshift

If you are using an OpenShift cluster, add this flag to deploy Security
Context Constraints (SCC) which provide the Edge service
accounts with the required permissions.

185



Flag Description

--

disable-

otel

If you don't want to send your metrics and logs to Edge, add this flag
to the installation command to disable OpenTelemetry.

--

registry-

url

<registr

y-url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--

registry-

host

Where your private docker is hosted. If you do not specify this

parameter, it is automatically derived from--registry-url

For example:

--registry-host edge-docker-delivery.my-

registry.docker.io

--

registry-

user

<registr

y-user>

Your registry account username.

Add this flag if you use a private docker registry with authentication.

--

registry-

pass

<registr

y-pass>

Your registry account password.

Add this flag if you use a private docker registry with authentication.

--user-id

<user_id>

If you want to run all of your Edge site pods and containers with a
specific user ID (UID), add this flag to the installation script.
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Flag Description

--group-

id

<group_

id>

If you want to run all of your Edge site pods and containers with a
specific group ID (GID), add this flag to the installation script.

--unset-

run-as-

ids

If your Edge site is installed on an OpenShift Kubernetes cluster,
and you want to run all of your Edge site pods and containers from
random UIDs and GIDs, add this flag to the installation script.

--no-

priority-

class-

install

Warning Don't skip priority class configuration unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you need to skip installing priority classes, add this flag to the
installation script. Running this flag sets all Edge site pods to the
default priority (0).
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Flag Description

--use-

custom-

priority-

class

Warning Don't configure custom priority classes unless
you have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you want to configure custom priority classes for your Edge site

pods, add this flag, along with the following--set flags, to the

installation script:

n --set

global.priorityClassName.platform=<prior

ity>: This flags sets the custom priority class name for Edge

platform pods. This should be the highest priority class in Edge.
n --set

global.priorityClassName.application=<pr

iority>: This flag sets the custom priority class name for

Edge application pods. This should be the second highest
priority class in Edge.

n --set

global.priorityClassName.job=<priority>

:This flag sets the custom priority class name for Edge job pods.
This should be the third highest priority class in Edge.

--set
global.priorityClassName.platform=crit
ical-priority
--set
global.priorityClassName.application=h
igh-priority
--set
global.priorityClassName.job=low-
priority
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./edgecli install -n edge-namespace
--is-openshift
--registry-url https://private-docker.registry.com
--registry-user user1
--registry-pass pass12

o

./edgecli install -n <my-namespace> 2>&1 | tee
"edge-installer-$(date +"%Y-%m-%d_%H-%M-%S").log"

Additional installation flags:

Flag Description

-n <my-

namespac

e>

If you created a custom namespace, add-n <my-namespace>

to the command. For example:

./edgecli install -n <my-namespace>

--proxy If you are using a forward proxy, add this flag to the installation
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the installer, you must add
the file path the installation prerequisite script. For example:

--proxy
temp/proxy/proxyproperties
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Flag Description

--ca If you want to use a custom certificate, for example to configure a
forward man-in-the-middle proxy, add this flag to the installation
prerequisite script.

Note If your custom certificate are not in the default
ca.pem file in the root of the installer, you must add the file
path the installation prerequisite script. For example:

--ca temp/certs

You can also use this flag to add a custom certificate for data
sources.

Your data source may require the injection of a custom certificate in
order to connect with your Edge site. This custom certificate is
typically signed by a private, untrusted Certificate Authority, and
therefore must be added to your Edge site truststore.

As you may not have a list of all required certificates at the time of

installation, we recommend the./edgecli config ca

merge --path command shown in the Edge CLI topic.

The process functions as follows:

i. Edge and the data source connect using the data source
certificate.

ii. Edge communicates the data source metadata to your Collibra
Platform using a Collibra certified certificate.

--is-

openshift

If you are using an OpenShift cluster, add this flag to deploy Security
Context Constraints (SCC) which provide the Edge service
accounts with the required permissions.
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Flag Description

--

disable-

otel

If you don't want to send your metrics and logs to Edge, add this flag
to the installation command to disable OpenTelemetry.

--

registry-

url

<registr

y-url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--

registry-

host

Where your private docker is hosted. If you do not specify this

parameter, it is automatically derived from--registry-url

For example:

--registry-host edge-docker-delivery.my-

registry.docker.io

--

registry-

user

<registr

y-user>

Your registry account username.

Add this flag if you use a private docker registry with authentication.

--

registry-

pass

<registr

y-pass>

Your registry account password.

Add this flag if you use a private docker registry with authentication.

--user-id

<user_id>

If you want to run all of your Edge site pods and containers with a
specific user ID (UID), add this flag to the installation script.
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Flag Description

--group-

id

<group_

id>

If you want to run all of your Edge site pods and containers with a
specific group ID (GID), add this flag to the installation script.

--unset-

run-as-

ids

If your Edge site is installed on an OpenShift Kubernetes cluster,
and you want to run all of your Edge site pods and containers from
random UIDs and GIDs, add this flag to the installation script.

--no-

priority-

class-

install

Warning Don't skip priority class configuration unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you need to skip installing priority classes, add this flag to the
installation script. Running this flag sets all Edge site pods to the
default priority (0).
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Flag Description

--use-

custom-

priority-

class

Warning Don't configure custom priority classes unless
you have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you want to configure custom priority classes for your Edge site

pods, add this flag, along with the following--set flags, to the

installation script:

n --set

global.priorityClassName.platform=<prior

ity>: This flags sets the custom priority class name for Edge

platform pods. This should be the highest priority class in Edge.
n --set

global.priorityClassName.application=<pr

iority>: This flag sets the custom priority class name for

Edge application pods. This should be the second highest
priority class in Edge.

n --set

global.priorityClassName.job=<priority>

:This flag sets the custom priority class name for Edge job pods.
This should be the third highest priority class in Edge.

--set
global.priorityClassName.platform=crit
ical-priority
--set
global.priorityClassName.application=h
igh-priority
--set
global.priorityClassName.job=low-
priority
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./edgecli install -n edge-namespace
--is-openshift
--registry-url https://private-docker.registry.com
--registry-user user1
--registry-pass pass12
2>&1 | tee "edge-installer-$(date
+"%Y-%m-%d_%H-%M-%S").log"

» In the Edge sites overview, you see the status of the installation.

7. Run the following command to verify the status of the installation.

kubectl get pods -n <my-namespace>

1. Download the installer:

a. Open a site.

i. On the main toolbar, click→ Settings.

» The Settings page opens.

ii. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

iii. In the site overview, click the name of a site.

» The site page appears.

b. Click Download Installer.

Tip When you download the installer, an Edge user is automatically
created in Collibra.

c. Depending on your operating system and browser, follow the regular steps for

downloading files.

» The installer file is a TGZ archive that contains the files proxy.properties,

properties.yaml, and registries.yaml.

Warning If you download an installer, the previously downloaded Edge
site installer becomes invalid.
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2. Extract the TGZ archive on the server on which you want to install the Edge site.

tar -xf <edge-site-id>-installer.tgz

Note
o Keep the installer or the contents of the extracted installer in a secure

location on your server. These contents contain various tools that you
may need later, for example to troubleshoot issues.

o If you want to run a script or executable file from the extracted
directory, ensure that the directory is not mounted as noexec. If a
directory is mounted as noexec, scripts and executable files will be
prevented from being run within the directory.

3. Set the EDGE_INSTALLER_PATH environment variable to the path of the root of the

extracted installer.

a. Go to the extracted installer and run pwd.The result should look similar to this:

/path/to/installer/installer-111e8a59-b842-4f57-
970c-32aa72000598

b. Set the environment variable to the result:

export EDGE_INSTALLER_
PATH=/path/to/installer/installer-111e8a59-b842-
4f57-970c-32aa72000598

4. Run the following command to confirm that the Kubeconfig environment variable has

been set to a valid kubeconfig:

echo $KUBECONFIG 

5. If you intend to have multiple Edge sites in your Kubernetes cluster, you must give

each Edge site a unique namespace.
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a. Copy the following command, replacing <my-namespace> with a unique

name for the namespace:

apiVersion: v1
kind: Namespace
metadata:
  labels:
    pod-security.kubernetes.io/enforce: baseline
    pod-security.kubernetes.io/enforce-version:
v1.27
name: <my-namespace>

b. Store this copied yaml into a new file called collibra-edge-ns.yaml.

c. Create the namespace using kubectl:

kubectl apply -f collibra-edge-ns.yaml <my-
namespace>

Note Throughout the remaining installation steps, add this new namespace
to the provided commands.

6. If you are using an Openshift cluster, deploy Security Context Constraints (SCC)

which provide Edge service accounts with the required permissions.

a. Create the SCC file, for example, edge-scc-minimal.yaml, and paste the

following information into it:
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apiVersion: security.openshift.io/v1
kind: SecurityContextConstraints
metadata:
  name: edge-scc-documented
allowHostDirVolumePlugin: false
allowHostIPC: false
allowHostNetwork: false
allowHostPID: false
allowHostPorts: false
allowPrivilegeEscalation: false
allowPrivilegedContainer: false
allowedCapabilities: []
allowedUnsafeSysctls: []
defaultAddCapabilities: []
fsGroup:
  type: MustRunAs
priority: null
readOnlyRootFilesystem: true
requiredDropCapabilities: []
runAsUser:
  type: MustRunAs
  uid: 1000
seLinuxContext:
  type: MustRunAs
  seLinuxOptions:
    level: "s0"
    role: "system_r"
    type: "container_t"
    user: "system_u"
seccompProfiles:
  - 'runtime/default'
supplementalGroups:
  type: MustRunAs
# who can use it
users: []
groups: [system:authenticated]

b. Create the SCC-role file, for example, edge-scc-role-minimal.yaml, and paste

the following information into it:
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# File: edge-scc-role-minimal.yaml
apiVersion: rbac.authorization.k8s.io/v1
kind: Role
metadata:
  name: edge-scc-minimal
rules:
- apiGroups:
  - security.openshift.io
  resourceNames:
  - edge-scc-minimal
  resources:
  - securitycontextconstraints
  verbs:
  - use
---
apiVersion: rbac.authorization.k8s.io/v1
kind: RoleBinding
metadata:
  name: edge-scc-minimal
subjects:
- kind: Group
  name: system:serviceaccounts
  apiGroup: rbac.authorization.k8s.io
roleRef:
  kind: Role
  name: edge-scc-minimal
  apiGroup: rbac.authorization.k8s.io

c. Deploy both the SCC and SCC-role files:

kubectl apply -f edge-scc-minimal.yaml
kubectl apply -f edge-scc-role-minimal.yaml -n <my-
namespace>

7. Run one of the following installation commands on the machine that has the

Kubernetes cluster connection:
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Note
o You can install your Edge site with either terminal logging or terminal

and file logging. Both options log the output of your Edge site
installation.

n Terminal logging only saves the output to the Edge terminal.
n Terminal and file logging saves the output both to the terminal and

a separate file. This file will be saved in the current directory with
the naming format: edge-installer-$(date
+"%Y-%m-%d_%H-%M-%S").log

o

./edgecli install

Flag Description

-n <my-

namespac

e>

If you created a custom namespace, add-n <my-namespace>

to the command. For example:

./edgecli install -n <my-namespace>

--proxy If you are using a forward proxy, add this flag to the installation
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the installer, you must add
the file path the installation prerequisite script. For example:

--proxy
temp/proxy/proxyproperties
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Flag Description

--ca If you want to use a custom certificate, for example to configure a
forward man-in-the-middle proxy, add this flag to the installation
prerequisite script.

Note If your custom certificate are not in the default
ca.pem file in the root of the installer, you must add the file
path the installation prerequisite script. For example:

--ca temp/certs

You can also use this flag to add a custom certificate for data
sources.

Your data source may require the injection of a custom certificate in
order to connect with your Edge site. This custom certificate is
typically signed by a private, untrusted Certificate Authority, and
therefore must be added to your Edge site truststore.

As you may not have a list of all required certificates at the time of

installation, we recommend the./edgecli config ca

merge --path command shown in the Edge CLI topic.

The process functions as follows:

i. Edge and the data source connect using the data source
certificate.

ii. Edge communicates the data source metadata to your Collibra
Platform using a Collibra certified certificate.

--is-

openshift

If you are using an OpenShift cluster, add this flag to deploy Security
Context Constraints (SCC) which provide the Edge service
accounts with the required permissions.
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Flag Description

--

disable-

otel

If you don't want to send your metrics and logs to Edge, add this flag
to the installation command to disable OpenTelemetry.

--

registry-

url

<registr

y-url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--

registry-

host

Where your private docker is hosted. If you do not specify this

parameter, it is automatically derived from--registry-url

For example:

--registry-host edge-docker-delivery.my-

registry.docker.io

--

registry-

user

<registr

y-user>

Your registry account username.

Add this flag if you use a private docker registry with authentication.

--

registry-

pass

<registr

y-pass>

Your registry account password.

Add this flag if you use a private docker registry with authentication.

--user-id

<user_id>

If you want to run all of your Edge site pods and containers with a
specific user ID (UID), add this flag to the installation script.
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Flag Description

--group-

id

<group_

id>

If you want to run all of your Edge site pods and containers with a
specific group ID (GID), add this flag to the installation script.

--unset-

run-as-

ids

If your Edge site is installed on an OpenShift Kubernetes cluster,
and you want to run all of your Edge site pods and containers from
random UIDs and GIDs, add this flag to the installation script.

--no-

priority-

class-

install

Warning Don't skip priority class configuration unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you need to skip installing priority classes, add this flag to the
installation script. Running this flag sets all Edge site pods to the
default priority (0).

Chapter 3

202



Chapter 3

Flag Description

--use-

custom-

priority-

class

Warning Don't configure custom priority classes unless
you have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you want to configure custom priority classes for your Edge site

pods, add this flag, along with the following--set flags, to the

installation script:

n --set

global.priorityClassName.platform=<prior

ity>: This flags sets the custom priority class name for Edge

platform pods. This should be the highest priority class in Edge.
n --set

global.priorityClassName.application=<pr

iority>: This flag sets the custom priority class name for

Edge application pods. This should be the second highest
priority class in Edge.

n --set

global.priorityClassName.job=<priority>

:This flag sets the custom priority class name for Edge job pods.
This should be the third highest priority class in Edge.

--set
global.priorityClassName.platform=crit
ical-priority
--set
global.priorityClassName.application=h
igh-priority
--set
global.priorityClassName.job=low-
priority
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./edgecli install
--is-openshift
--registry-url https://private-docker.registry.com
--registry-user user1
--registry-pass pass12

o

./edgecli install 2>&1 | tee "edge-installer-$(date
+"%Y-%m-%d_%H-%M-%S").log"

Flag Description

-n <my-

namespac

e>

If you created a custom namespace, add-n <my-namespace>

to the command. For example:

./edgecli install -n <my-namespace>

--proxy If you are using a forward proxy, add this flag to the installation
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the installer, you must add
the file path the installation prerequisite script. For example:

--proxy
temp/proxy/proxyproperties
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Flag Description

--ca If you want to use a custom certificate, for example to configure a
forward man-in-the-middle proxy, add this flag to the installation
prerequisite script.

Note If your custom certificate are not in the default
ca.pem file in the root of the installer, you must add the file
path the installation prerequisite script. For example:

--ca temp/certs

You can also use this flag to add a custom certificate for data
sources.

Your data source may require the injection of a custom certificate in
order to connect with your Edge site. This custom certificate is
typically signed by a private, untrusted Certificate Authority, and
therefore must be added to your Edge site truststore.

As you may not have a list of all required certificates at the time of

installation, we recommend the./edgecli config ca

merge --path command shown in the Edge CLI topic.

The process functions as follows:

i. Edge and the data source connect using the data source
certificate.

ii. Edge communicates the data source metadata to your Collibra
Platform using a Collibra certified certificate.

--is-

openshift

If you are using an OpenShift cluster, add this flag to deploy Security
Context Constraints (SCC) which provide the Edge service
accounts with the required permissions.
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Flag Description

--

disable-

otel

If you don't want to send your metrics and logs to Edge, add this flag
to the installation command to disable OpenTelemetry.

--

registry-

url

<registr

y-url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--

registry-

host

Where your private docker is hosted. If you do not specify this

parameter, it is automatically derived from--registry-url

For example:

--registry-host edge-docker-delivery.my-

registry.docker.io

--

registry-

user

<registr

y-user>

Your registry account username.

Add this flag if you use a private docker registry with authentication.

--

registry-

pass

<registr

y-pass>

Your registry account password.

Add this flag if you use a private docker registry with authentication.

--user-id

<user_id>

If you want to run all of your Edge site pods and containers with a
specific user ID (UID), add this flag to the installation script.
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Flag Description

--group-

id

<group_

id>

If you want to run all of your Edge site pods and containers with a
specific group ID (GID), add this flag to the installation script.

--unset-

run-as-

ids

If your Edge site is installed on an OpenShift Kubernetes cluster,
and you want to run all of your Edge site pods and containers from
random UIDs and GIDs, add this flag to the installation script.

--no-

priority-

class-

install

Warning Don't skip priority class configuration unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you need to skip installing priority classes, add this flag to the
installation script. Running this flag sets all Edge site pods to the
default priority (0).
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Flag Description

--use-

custom-

priority-

class

Warning Don't configure custom priority classes unless
you have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you want to configure custom priority classes for your Edge site

pods, add this flag, along with the following--set flags, to the

installation script:

n --set

global.priorityClassName.platform=<prior

ity>: This flags sets the custom priority class name for Edge

platform pods. This should be the highest priority class in Edge.
n --set

global.priorityClassName.application=<pr

iority>: This flag sets the custom priority class name for

Edge application pods. This should be the second highest
priority class in Edge.

n --set

global.priorityClassName.job=<priority>

:This flag sets the custom priority class name for Edge job pods.
This should be the third highest priority class in Edge.

--set
global.priorityClassName.platform=crit
ical-priority
--set
global.priorityClassName.application=h
igh-priority
--set
global.priorityClassName.job=low-
priority

Chapter 3

208



Chapter 3

./edgecli install
--is-openshift
--registry-url https://private-docker.registry.com
--registry-user user1
--registry-pass pass12
2>&1 | tee "edge-installer-$(date
+"%Y-%m-%d_%H-%M-%S").log"

» In the Edge sites overview, you see the status of the installation.

8. Run the following command to verify the status of the installation.

kubectl get pods -n collibra-edge

1. Download the installer:

a. Open a site.

i. On the main toolbar, click→ Settings.

» The Settings page opens.

ii. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

iii. In the site overview, click the name of a site.

» The site page appears.

b. Click Download Installer.

Tip When you download the installer, an Edge user is automatically
created in Collibra.

c. Depending on your operating system and browser, follow the regular steps for

downloading files.

» The installer file is a TGZ archive that contains the files proxy.properties,

properties.yaml, and registries.yaml.

Warning If you download an installer, the previously downloaded Edge
site installer becomes invalid.
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2. Extract the TGZ archive directory on the server on which you want to install the

Edge site.

tar -xf <edge-site-id>-installer.tgz

Note
o Keep the installer or the contents of the extracted installer in a secure

location on your server. These contents contain various tools that you
may need later, for example to troubleshoot issues.

o If you want to run a script or executable file from the extracted
directory, ensure that the directory is not mounted as noexec. If a
directory is mounted as noexec, scripts and executable files will be
prevented from being run within the directory.

3. From inside the extracted TGZ archive directory , run the helm installer prerequisite

script, including any additional helm install script flags you may need to configure.

For example, if you want to use a custom namespace or install your Edge site on an

OpenShift cluster.

Collibra-edge is the single helm chart containing the Edge site. The following

prerequisites are handled in 1 execution step via a bash script:
o Cluster scoped resourced, such as namespace, priority classes, and, if you

have an OpenShift cluster, SCC, must be installed on the managed

Kubernetes cluster.
o Secrets, such as repository access for Collibra and Datadog, must be

preprocessed and installed.
o Forward proxy and custom ca information must be preprocessed in order for

proxy.properties and ca.pem to be installed in the managed Kubernetes

cluster.
o Many helm chart values are generated in the site-values.yaml file based on the

optional flags added to the install prerequsite script. This means you don't

manually have to specify this information in the installation script.

sh collibra-edge-helm-chart/helm-install-prerequisites.sh
--namespace <my-namespace> --installer .
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Note When you run the installation command, a list of all of these flags are
listed. When you run the full command, every command and property run is
listed.

Flag Description

--installer

<path_to_

extracted_

installer>

Note This
property is
required for
all Edge site
installations

The path to the downloaded, extracted Edge installer.

--namespace

<my-

namespace>

The identifier of the Edge site.

o If you are installing multiple Edge sites in the same Kubernetes
cluster, each Edge site namespace must be unique. For example,

--namespace edge-namespace.
o If you do not specify a namespace, the defaultcollibra-

edge namespace is used.

Note Throughout the remaining installation steps, replace
<my-namespace> in the provided scripts with this new
namespace name. Example scripts will haveedge-
namespace as an example namespace name.

--is-

openshift

If you are using an OpenShift cluster, add this flag to deploy Security
Context Constraints (SCC) which provide the Edge service
accounts with the required permissions.
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Flag Description

--proxy If you are using a forward proxy, add this flag to the install
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the Edge installer, you
must:
a. Add your proxy properties to a folder relative to the Edge

installer.
b. Add the file path of the proxy properties file, relative to

the Edge installer, to the install prerequisite script. For
example, if you added the proxy properties file to a folder
called proxy within the Edge installer folder, add the
following to the script:

--proxy
proxy/myproxy.properties

--ca If you want to use a custom certificate, for example to configure a
forward man-in-the-middle proxy, add this flag to the install
prerequisite script.

Note If your custom certificate is not in the default ca.pem
file in the root of the Edge installer, you must:
a. Add your certificate file to a folder relative to the Edge

installer.
b. Add the file path of the custom certificate file, relative to

the Edge installer, to the installation prerequisite script.
For example, if you added the custom certificate file to a
folder called mycerts within the Edge installer folder, add
the following to the script:

--ca mycerts/certs.pem
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Flag Description

--disable-

otel

If you don't want to send your metrics and logs to Edge, add this flag
to the install prerequisite script to disable OpenTelemetry.

--registry-

url

<registry-

url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--registry-

user

<registry-

user>

Your registry account username.

Add this flag if you use a private docker registry with authentication.

--registry-

pass

<registry-

pass>

Your registry account password.

Add this flag if you use a private docker registry with authentication.

--user-id

<user_id>

If you want to run all of your Edge site pods and containers with a
specific user ID (UID), add this flag to the install prerequisite script.

--group-id

<group_id>

If you want to run all of your Edge site pods and containers with a
specific group ID (GID), add this flag to the install prerequisite script.

--unset-run-

as-ids

If your Edge site is installed on an OpenShift Kubernetes cluster, and
you want to run all of your Edge site pods and containers from
random UIDs and GIDs, add this flag to the installation script.
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Flag Description

--no-

priority-

class-install

Warning Don't skip priority class configuration unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you need to skip installing priority classes, add this flag to the install
script. Running this flag sets all Edge site pods to the default priority
(0).
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Flag Description

--use-custom-

priority-

class

Warning Don't configure custom priority classes unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you want to configure custom priority classes for your Edge site
pods, add this flag, along with the following priority class name flags,
to the install script:

o --global.priorityClassName.platform

<priority>: This flags sets the custom priority class name

for Edge platform pods. This should be the highest priority class
in Edge.

o --global.priorityClassName.application

<priority>: This flag sets the custom priority class name for

Edge application pods. This should be the second highest priority
class in Edge.

o --global.priorityClassName.job

<priority>:This flag sets the custom priority class name for

Edge job pods. This should be the third highest priority class in
Edge.

--use-custom-priority-class
--global.priorityClassName.platform
critical-priority
--global.priorityClassName.application
high-priority
--global.priorityClassName.job low-
priority

4. Install your Edge site using the Helm installer script:

helm install collibra-edge collibra-edge-helm-
chart/collibra-edge -n <my-namespace> --values site-
values.yaml
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Note
o Replace <my-namepsace> with your Edge site namespace.
o If you need to review the default collibra-edge chart values included

when you run the Helm installer script, you can either inspect the
values.yaml or README.md files in ./collibra-edge-helm-chart/collibra-
edge. If you need to override, manually add the value to the command
using the --set flag.
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Configure a forward proxy
You can configure a forward HTTP proxy when you install your Edge site. We support 2 kinds

of forward proxy configuration:

l Explicit proxy
l Transparent Proxy

For more information, go to Supported forward proxy configurations for Edge.

Note
l For direct forward proxy configurations, complete steps 1-3 to update

proxy.properties before installing the Edge site.
l For traffic intercepting configurations, such as a Man-in-the-Middle (MITM) proxy,

complete all 4 steps to configure the forward proxy and enable the MITM proxy.

Steps
1. Download the Edge site installer:

a. Open a site.

i. On the main toolbar, click→ Settings.

» The Settings page opens.

ii. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

iii. In the site overview, click the name of a site.

» The site page appears.

b. Click Download Installer.

c. Depending on your operating system and browser, follow the regular steps for

downloading files.

» The installer file is a TGZ archive that contains the files proxy.properties, prop-

erties.yaml and registries.yaml.

Note If you download an installer, all previously downloaded installers
become invalid.
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2. Extract the TGZ archive on the server on which you want to install the Edge site.

tar -xf <edge-site-id>-installer.tgz

Note
o Keep the installer or the contents of the extracted installer in a secure

location on your server. These contents contain various tools that you may
need later, for example to troubleshoot issues.

o If you want to run a script or executable file from the extracted directory,
ensure that the directory is not mounted as noexec. If a directory is
mounted as noexec, scripts and executable files will be prevented from
being run within the directory.

3. Open the proxy.properties file.

4. Remove the "#" symbol from the following lines to uncomment and update the outbound-

proxy properties:

#noProxy=<host IP addresses>,<host DNS names>,<k8s-svc-ip-
addresses>,<k8s-pod-ip-addresses,<others>
#proxyHost=<proxy domain name or IP address>
#proxyPort=<proxy-port>
#proxyUsername=<proxy username>
#proxyPassword=<proxy password>
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Setting Value

noProxy A comma-separated list of IP or DNS addresses that can bypass the proxy server.

This list must include at least the Kubernetes cluster's internal IP addresses and the
Kubernetes nodes' IP and DNS addresses.

The list may not contain spaces.

Tip To get the values for this setting, you can use the edge-get-noproxy.sh
script, which you can find in the extracted installer directory under
/resources/tools. However, make sure that your network administrator
reviews these values.

where:

o <host-ip-addresses>: for example172.20.0.0/16.
o <host-dns-names>: for example*.compute.internal.
o <k8s-svc-ip-addresses>: is by default10.43.0.0/16, but this can differ for

other k8s flavors or configurations.
o <k8s-pod-ip-addresses>: is by default10.42.0.0/16, but this can differ for

other k8s flavors or configurations.
o <others>: other IP addresses that don't need to be proxied. Add at least

169.254.169.254. for AWS.

Example
noProxy=172.20.0.0/16,*.compute.internal,10.43.0
.0/16,10.42.0.0/16,169.254.169.254

proxyHost The IP or DNS address of the proxy server.

Example proxyHost=site4-
proxy.shared.edge.collibra.dev

proxyPort The TCP port of the proxy server. This value must be a quoted string and not an
integer value.

Example "proxyPort=3128"

219



Setting Value

proxyUser-
name

The username to authenticate at the proxy server.

Example proxyUsername=edge

Note Usernames with single quotations ', double quotations ", and
backslashes \ need to be escaped using an additional backslash. For
example, if the username is ge'smith\, it would need to be entered into
proxy.properties as username: ge\'smith\\.

proxyPas-
sword

The password to authenticate at the proxy server.

Example proxyPassword=la;fs90jpo4j3rR%

Note Passwords with single quotations ', double quotations ", and
backslashes \ need to be escaped using an additional backslash. For
example, if the password is te"st\1234', it would need to be entered into
proxy.properties as password: te\"st\\1234\'.

Important If you are installing your Edge site on a managed Kubernetes cluster,
and you add a new node to a cluster, you should review and update, if necessary,
the noProxy and implicitly forward proxy settings, unless the subnet used for
nodes and their DNS suffix are added to noProxy.

5. Optional, if you want to enable Edge via a MITM proxy (a forward proxy that decrypts

TLS traffic), follow the steps below:

Note On-the-fly TLS certificates that are generated by the MITM proxy must use
the subjectAltName (SAN) extension.

a. Export your proxy server's CA certificate in PEM format.
n When using your own "ca.pem" file be sure to only include the certificate or

certificate chain of the MITM proxy. A custom "ca.pem" file cannot exceed

100kb.
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b. Save this certificate as "ca.pem" in the same directory as the Edge site installer.

Note If you save the certificate in another directory, use the --ca
argument in the Edge site installation command.

6. Run the install command for your Edge site, beginning from step 3.

What's next?
l If this is a new installation, install the Edge site.
l If you use a MITM proxy and the "ca.pem" has changed or was not included in the initial

Edge site installation, you must reinstall your Edge site.
l If you want to update the forward proxy afterwards, you can use the update script.
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Supported forward proxy
configurations for Edge
For security reasons, you may need your Edge site to connect to cloud services via a forward

HTTP proxy. You can configure this forward proxy during the Edge site installation process.

We support the following forward proxy configurations:

1. Explicit proxy

2. Transparent Proxy

For either type of forward proxy, you can have one of the following configurations:

l A direct, end-to-end encrypted communication between Edge and your Collibra Plat-

form, and Edge and your data sources. This communication is encrypted using standard

TLS encryption protocol. By default, Edge only trusts certificates signed by a Public Cer-

tificate Authority.
l A traffic intercepting configuration, such as a Man-in-the-Middle (MITM) proxy, which

allows your proxy to inspect the communication between Edge and your Collibra Plat-

form, and Edge and your data sources. With this configuration, your proxy needs to be

able to decrypt and re-encrypt the communication. In order to do this, you must add

private certificates signed by a Private Certificate Authority to your Edge site truststore.

Explicit proxy
There are two options when you configure an explicit forward proxy for Edge:

l A direct explicit proxy. This is a proxy in your network that requires you to configure a

specific proxy argument and forwards data from your Edge site to your Collibra Platform.

If you want to use a direct explicit proxy, you must add the --proxy flag to the Edge site

installation script.
l A man-in-the-middle (MITM) explicit proxy. This is a proxy server that stops all incoming,

internal traffic based on your specific proxy argument and decrypts it, before forwarding

it. An example of this type of proxy is a Squid proxy with SSLBump. If you want to use a

MITM explicit proxy, you must add the --proxy and --ca flags to the Edge site install-

ation script.
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Transparent proxy
There are two options when you configure a transparent forward proxy for Edge:

l A direct transparent proxy. This is a proxy server in your network that forwards data

from your Edge site to your Collibra Platform. You don't need to configure anything for

this type of forward proxy.
l A man-in-the-middle (MITM) transparent proxy. This is a proxy that stops all incoming,

internal traffic and decrypts it, before forwarding it. An example of this type of proxy is an

AWS TLS Inspection. If you want to use a MITM transparent proxy, you must add the --

ca flag to the Edge site installation script.
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Reinstall an Edge site
You always reinstall an Edge site by restoring a backup of that Edge site. Reinstallation may be

necessary to resolve an issue or to upgrade the software included in the Edge site installer.

Warning If you have any existing connections, we highly recommend backing up your
site and reinstalling the site from the backup. If you do not use a backup, you will need to
manually re-enter passwords, encrypted text parameters, and any file parameters in
each connection to restore full functionality.

Note This process is certified for restoring an Edge site to the Collibra environment on
which the site was originally created, for example, restoring Development to
Development or Production to Production. The process is not certified or tested for
promoting an Edge site migration from one environment to another, for example, from
Development to Production. These types of migrations require the reinstallation of the
Edge application each time the migration is promoted.

Steps
1. Back up your current Edge site.

On the server that runs your Edge site, run the following command:

sudo ./edgecli recovery backup --path <backup_path>

» Edge creates a backup of your Edge site in the selected folder of the command.

2. If you are reusing the same server as your old Edge site:

a. Use the Edge tool command to uninstall the old installation.

Run the following Edge command from any location on the server Edge is

installed on:
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uninstall-edge.sh --remove-local-data

b. Recreate the Linux disk mount for the /var/lib/rancher/k3s directory.

i. Create /var/lib/rancher/k3s with mkdir -p

/var/lib/rancher/k3s

ii. Mount the disk with "mount -a"

iii. Delete the contents with rm -rf /var/lib/rancher/k3s/*

Note This is the default installation path. If it is not created as a
separate mount point after following the steps above, the installation will
use 50 GB of disk space from either /var, or if not present, the root level
of the drive.

3. Redownload the installer.

a. Go to the Edge site page in your Edge enviornment.

b. Click Site Actions.

c. Click Redownload Installer.

d. Review and check the required acknowledgment checkbox.

e. Click Download Installer.

f. Save the new installer to your server where the old installer was saved.

Note This is a new installer for your Edge site. The previous installer will no
longer work.

4. Extract the downloaded installer to an empty folder.

tar -xf installer-<edge-site-id>.tgz
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Note
o Keep the installer or the contents of the extracted installer in a secure

location on your server. These contents contain various tools that you
may need later, for example to troubleshoot issues.

o If you want to run a script or executable file from the extracted
directory, ensure that the directory is not mounted as noexec. If a
directory is mounted as noexec, scripts and executable files will be
prevented from being run within the directory.

5. Reinstall using the new installer with the backup option, including any additional

installation scripts:

sudo sh install-master.sh properties.yaml -r
registries.yaml -b <backup_path>

Flag Description

--proxy If you are using a forward proxy, add this flag to the
installation prerequisite script.

Note If your proxy properties are not in the
default proxy.properties file in the root of the
installer, you must add the file path the installation
prerequisite script. For example:

--proxy
temp/proxy/proxyproperties

Chapter 3

226



Chapter 3

Flag Description

--ca If you want to use a custom certificate, for example to
configure a forward man-in-the-middle proxy, add this flag
to the installation prerequisite script.

Note If your custom certificate are not in the
default ca.pem file in the root of the installer, you
must add the file path the installation prerequisite
script. For example:

--ca temp/certs

You can also use this flag to add a custom certificate for
data sources.

Your data source may require the injection of a custom
certificate in order to connect with your Edge site. This
custom certificate is typically signed by a private,
untrusted Certificate Authority, and therefore must be
added to your Edge site truststore.

As you may not have a list of all required certificates at the

time of installation, we recommend thesudo

./edgecli config ca merge --path

command shown in the Edge CLI topic.

The process functions as follows:

a. Edge and the data source connect using the data
source certificate.

b. Edge communicates the data source metadata to your
Collibra Platform using a Collibra certified certificate.
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Flag Description

--registry-url

<registry-url>

The URL of your registry.

Add this flag if you use a private docker registry either with
or without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--registry-host Where your private docker is hosted. If you do not specify

this parameter, it is automatically derived from--

registry-url

For example:

edge-docker-delivery.my-

registry.docker.io

--registry-user

<registry-user>

Your registry account username.

Add this flag if you use a private docker registry with
authentication.

--registry-pass

<registry-pass>

Your registry account password.

Add this flag if you use a private docker registry with
authentication.

--user-id <user_id> If you want to run all of your Edge site pods and containers
with a specific user ID (UID), add this flag to the installation
script.

--group-id <group_

id>

If you want to run all of your Edge site pods and containers
with a specific group ID (GID), add this flag to the
installation script.
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sudo sh install-master.sh properties.yaml -r
registries.yaml -b backup.yaml
--registry-url https://private-docker.registry.com
--registry-user user1
--registry-pass pass12

Note The default Edge CLI method is an easier solution for installing your Edge
site via the Edge CLI. Edge creates the cluster level objects, such as namespaces
and priority classes for you. This method can be used for both dedicated and
shared clusters.

Note The restrictive Edge CLI method allows you or your company to create the
cluster level objects, such as namespaces and priority classes, for your Edge site.
This method may be required if your company has security requirements or
process that do not allow Edge sites to create the cluster level objects for you. This
method can be used for both dedicated and shared clusters.

Warning Collibra Support will not assist with custom Helm or Kubernetes
configurations. The following steps are an example, and any assistance for
configurations or issues outside of these steps is unsupported. We recommend
using the Edge CLI method for managed Kubernetes installations.

A common example of custom Helm configurations is, but not limited to, using an
unsupported private repository. At this time, we only support a JFrog repository.

You can reinstall your Edge site on a managed Kubernetes cluster by using the Edge CLI

tool.

Steps
1. Back up your current Edge site.

On the server from which you manage your managed Kubernetes cluster, run the

following command:
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./edgecli recovery backup --path <backup_path>

» Edge creates a backup of your Edge site in the defined folder of the last

command.

2. Redownload the installer and save it on your Linux server that has kubectl access to

the k8s cluster.

a. Go to the Edge site page in your Edge environment.

b. Click Site Actions.

c. Click Redownload Installer.

d. Review and check the required acknowledgment checkbox.

e. Click Download Installer.

f. Save the new installer to your server where the old installer was saved.

Note This is a new installer for your Edge site. The previous installer no
longer works.

3. Extract the downloaded installer to an empty folder.

tar -xf installer-<edge-site-id>.tgz

Note
o Keep the installer or the contents of the extracted installer in a secure

location on your server. These contents contain various tools that you
may need later, for example to troubleshoot issues.

o If you want to run a script or executable file from the extracted
directory, ensure that the directory is not mounted as noexec. If a
directory is mounted as noexec, scripts and executable files will be
prevented from being run within the directory.

4. Use the Edge uninstall command, depending on your Edge site installation method,

to uninstall the old installation.
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o If you installed your Edge site using the previous method, follow the path inside

the extracted installer and run the following command:

extracted installer>/resources/installer-
job/tools/uninstall-edge-on-managed-k8s.sh

o If you installed your Edge site using the Edge CLI method, run one of the

following command:

n

./edgecli uninstall

n Optional, if you used a custom namespace, you must add -n

<my-namespace> to the command, replacing <my-namespace>

with your custom Edge site namespace.

Example:

./edgecli uninstall -n <my-namespace>

n

./edgecli uninstall 2>&1 | tee "edge-installer-
$(date +"%Y-%m-%d_%H-%M-%S").log"

n Optional, if you used a custom namespace, you must add -n my-

namespace> to the command, replacing my-namespace> with

your custom Edge site namespace.

Example

./edgecli uninstall 2>&1 | tee "edge-
installer-$(date +"%Y-%m-%d_%H-%M-%S").log"
-n my-namespace

5. If you use a custom setup, such as proxy.properties and ca.pem for forward proxies

or classification, ensure that it is available or included as it was in the previous setup.
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6. Reinstall using the new installer and backup:

Note
o You can install your Edge site with either terminal logging or terminal

and file logging. Both options log the output of your Edge site
installation.

n Terminal logging only saves the output to the Edge terminal.
n Terminal and file logging saves the output both to the terminal and

a separate file. This file will be saved in the current directory with
the naming format: edge-installer-$(date
+"%Y-%m-%d_%H-%M-%S").log

o

./edgecli install -b backup

Add additional flags to the install command as needed. For example, if you

have a custom namespace or want to use a private docker registry:

Flag Description

-n <my-

namespac

e>

If you created a custom namespace, add-n <my-namespace>

to the command. For example:

./edgecli install -n <my-namespace>

--proxy If you are using a forward proxy, add this flag to the installation
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the installer, you must add
the file path the installation prerequisite script. For example:

--proxy
temp/proxy/proxyproperties
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Flag Description

--ca If you want to use a custom certificate, for example to configure a
forward man-in-the-middle proxy, add this flag to the installation
prerequisite script.

Note If your custom certificate are not in the default
ca.pem file in the root of the installer, you must add the file
path the installation prerequisite script. For example:

--ca temp/certs

You can also use this flag to add a custom certificate for data
sources.

Your data source may require the injection of a custom certificate in
order to connect with your Edge site. This custom certificate is
typically signed by a private, untrusted Certificate Authority, and
therefore must be added to your Edge site truststore.

As you may not have a list of all required certificates at the time of

installation, we recommend the./edgecli config ca

merge --path command shown in the Edge CLI topic.

The process functions as follows:

i. Edge and the data source connect using the data source
certificate.

ii. Edge communicates the data source metadata to your Collibra
Platform using a Collibra certified certificate.

--is-

openshift

If you are using an OpenShift cluster, add this flag to deploy Security
Context Constraints (SCC) which provide the Edge service
accounts with the required permissions.
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Flag Description

--

disable-

otel

If you don't want to send your metrics and logs to Edge, add this flag
to the installation command to disable OpenTelemetry.

--

registry-

url

<registr

y-url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--

registry-

host

Where your private docker is hosted. If you do not specify this

parameter, it is automatically derived from--registry-url

For example:

--registry-host edge-docker-delivery.my-

registry.docker.io

--

registry-

user

<registr

y-user>

Your registry account username.

Add this flag if you use a private docker registry with authentication.

--

registry-

pass

<registr

y-pass>

Your registry account password.

Add this flag if you use a private docker registry with authentication.

--user-id

<user_id>

If you want to run all of your Edge site pods and containers with a
specific user ID (UID), add this flag to the installation script.
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Flag Description

--group-

id

<group_

id>

If you want to run all of your Edge site pods and containers with a
specific group ID (GID), add this flag to the installation script.

--unset-

run-as-

ids

If your Edge site is installed on an OpenShift Kubernetes cluster,
and you want to run all of your Edge site pods and containers from
random UIDs and GIDs, add this flag to the installation script.

--no-

priority-

class-

install

Warning Don't skip priority class configuration unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you need to skip installing priority classes, add this flag to the
installation script. Running this flag sets all Edge site pods to the
default priority (0).
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Flag Description

--use-

custom-

priority-

class

Warning Don't configure custom priority classes unless
you have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you want to configure custom priority classes for your Edge site

pods, add this flag, along with the following--set flags, to the

installation script:

n --set

global.priorityClassName.platform=<prior

ity>: This flags sets the custom priority class name for Edge

platform pods. This should be the highest priority class in Edge.
n --set

global.priorityClassName.application=<pr

iority>: This flag sets the custom priority class name for

Edge application pods. This should be the second highest
priority class in Edge.

n --set

global.priorityClassName.job=<priority>

:This flag sets the custom priority class name for Edge job pods.
This should be the third highest priority class in Edge.

--set
global.priorityClassName.platform=crit
ical-priority
--set
global.priorityClassName.application=h
igh-priority
--set
global.priorityClassName.job=low-
priority

n
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./edgecli install -b backup
--registry-url https://private-
docker.registry.com
--registry-user user1
--registry-pass pass12

o

./edgecli install -b backup 2>&1 | tee "edge-
installer-$(date +"%Y-%m-%d_%H-%M-%S").log"

Add additional flags to the install command as needed. For example, if you

have a custom namespace or want to use a private docker registry:

Flag Description

-n <my-

namespac

e>

If you created a custom namespace, add-n <my-namespace>

to the command. For example:

./edgecli install -n <my-namespace>

--proxy If you are using a forward proxy, add this flag to the installation
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the installer, you must add
the file path the installation prerequisite script. For example:

--proxy
temp/proxy/proxyproperties
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Flag Description

--ca If you want to use a custom certificate, for example to configure a
forward man-in-the-middle proxy, add this flag to the installation
prerequisite script.

Note If your custom certificate are not in the default
ca.pem file in the root of the installer, you must add the file
path the installation prerequisite script. For example:

--ca temp/certs

You can also use this flag to add a custom certificate for data
sources.

Your data source may require the injection of a custom certificate in
order to connect with your Edge site. This custom certificate is
typically signed by a private, untrusted Certificate Authority, and
therefore must be added to your Edge site truststore.

As you may not have a list of all required certificates at the time of

installation, we recommend the./edgecli config ca

merge --path command shown in the Edge CLI topic.

The process functions as follows:

i. Edge and the data source connect using the data source
certificate.

ii. Edge communicates the data source metadata to your Collibra
Platform using a Collibra certified certificate.

--is-

openshift

If you are using an OpenShift cluster, add this flag to deploy Security
Context Constraints (SCC) which provide the Edge service
accounts with the required permissions.
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Flag Description

--

disable-

otel

If you don't want to send your metrics and logs to Edge, add this flag
to the installation command to disable OpenTelemetry.

--

registry-

url

<registr

y-url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--

registry-

host

Where your private docker is hosted. If you do not specify this

parameter, it is automatically derived from--registry-url

For example:

--registry-host edge-docker-delivery.my-

registry.docker.io

--

registry-

user

<registr

y-user>

Your registry account username.

Add this flag if you use a private docker registry with authentication.

--

registry-

pass

<registr

y-pass>

Your registry account password.

Add this flag if you use a private docker registry with authentication.

--user-id

<user_id>

If you want to run all of your Edge site pods and containers with a
specific user ID (UID), add this flag to the installation script.
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Flag Description

--group-

id

<group_

id>

If you want to run all of your Edge site pods and containers with a
specific group ID (GID), add this flag to the installation script.

--unset-

run-as-

ids

If your Edge site is installed on an OpenShift Kubernetes cluster,
and you want to run all of your Edge site pods and containers from
random UIDs and GIDs, add this flag to the installation script.

--no-

priority-

class-

install

Warning Don't skip priority class configuration unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you need to skip installing priority classes, add this flag to the
installation script. Running this flag sets all Edge site pods to the
default priority (0).
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Flag Description

--use-

custom-

priority-

class

Warning Don't configure custom priority classes unless
you have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you want to configure custom priority classes for your Edge site

pods, add this flag, along with the following--set flags, to the

installation script:

n --set

global.priorityClassName.platform=<prior

ity>: This flags sets the custom priority class name for Edge

platform pods. This should be the highest priority class in Edge.
n --set

global.priorityClassName.application=<pr

iority>: This flag sets the custom priority class name for

Edge application pods. This should be the second highest
priority class in Edge.

n --set

global.priorityClassName.job=<priority>

:This flag sets the custom priority class name for Edge job pods.
This should be the third highest priority class in Edge.

--set
global.priorityClassName.platform=crit
ical-priority
--set
global.priorityClassName.application=h
igh-priority
--set
global.priorityClassName.job=low-
priority

n
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./edgecli install -b backup
--registry-url https://private-
docker.registry.com
--registry-user user1
--registry-pass pass12
2>&1 | tee "edge-installer-$(date
+"%Y-%m-%d_%H-%M-%S").log"

Warning Do not exclude -b backup.yaml from this command. If you
exclude -b backup.yaml from the command, your Edge site will be
reinstalled without your backup and previous configurations, such as
passwords, encrypted text parameters, and any file parameters in each
connection. Additionally, you will not be able to use that backup in any future
reinstallations.

1. Back up your current Edge site.

kubectl get -n <my-namespace> secrets -l
edge.collibra.com/backup -o yaml > <PATH_OF_BACKUP_FILE>

Property Description

<my-

namespace>

The Edge site namespace.

o If your Edge site has a custom namespace, add it here.
o If your Edge site does not have a custom namespace, add the

default namespace,collibra-edge.

<PATH_OF_

BACKUP_FILE>

The name of the output yaml file containing your Edge site backup. For
example, myBackupFile.yaml.

2. Redownload the installer and save it on your Linux server that has kubectl access to

the k8s cluster.

a. Go to the Edge site page in your Edge environment.

b. Click Site Actions.

c. Click Redownload Installer.

d. Review and check the required acknowledgment checkbox.
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e. Click Download Installer.

f. Save the new installer to your server where the old installer was saved.

Note This is a new installer for your Edge site. The previous installer no
longer works.

3. Extract the downloaded installer to an empty folder.

tar -xf installer-<edge-site-id>.tgz

Note
o Keep the installer or the contents of the extracted installer in a secure

location on your server. These contents contain various tools that you
may need later, for example to troubleshoot issues.

o If you want to run a script or executable file from the extracted
directory, ensure that the directory is not mounted as noexec. If a
directory is mounted as noexec, scripts and executable files will be
prevented from being run within the directory.

4. From the extracted TGZ archive directory, run the uninstall command.

Note For each of the following commands, replace <my-namespace> with
the name of your Edge site namespace.

o If you installed your Edge site prior to the 2025.06 release and used the edge-

cd helm chart, use the following command:

sh edge-cd-helm-chart/helm-uninstall.sh --namespace
<my-namespace>

o If you installed your Edge site from or after the 2025.06 release, using the

collibra-edge helm art, use the following command:

243



sh collibra-edge-helm-chart/helm-uninstall.sh --
namespace <my-namespace>

5. Run the following command to apply the Edge site backup file:

kubectl apply -f <PATH_OF_BACKUP_FILE>

6. From inside the extracted TGZ archive directory , run the helm installer prerequisite

script, including any additional helm install script flags you may need to configure.

For example, if you want to use a custom namespace or install your Edge site on an

OpenShift cluster.

Collibra-edge is the single helm chart containing the Edge site. The following

prerequisites are handled in 1 execution step via a bash script:
o Cluster scoped resourced, such as namespace, priority classes, and, if you

have an OpenShift cluster, SCC, must be installed on the managed

Kubernetes cluster.
o Secrets, such as repository access for Collibra and Datadog, must be

preprocessed and installed.
o Forward proxy and custom ca information must be preprocessed in order for

proxy.properties and ca.pem to be installed in the managed Kubernetes

cluster.
o Many helm chart values are generated in the site-values.yaml file based on the

optional flags added to the install prerequsite script. This means you don't

manually have to specify this information in the installation script.

sh collibra-edge-helm-chart/helm-install-prerequisites.sh
--namespace <my-namespace> --installer .

Note When you run the installation command, a list of all of these flags are
listed. When you run the full command, every command and property run is
listed.
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Flag Description

--installer

<path_to_

extracted_

installer>

Note This
property is
required for
all Edge site
installations

The path to the downloaded, extracted Edge installer.

--namespace

<my-

namespace>

The identifier of the Edge site.

o If you are installing multiple Edge sites in the same Kubernetes
cluster, each Edge site namespace must be unique. For example,

--namespace edge-namespace.
o If you do not specify a namespace, the defaultcollibra-

edge namespace is used.

Note Throughout the remaining installation steps, replace
<my-namespace> in the provided scripts with this new
namespace name. Example scripts will haveedge-
namespace as an example namespace name.

--is-

openshift

If you are using an OpenShift cluster, add this flag to deploy Security
Context Constraints (SCC) which provide the Edge service
accounts with the required permissions.
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Flag Description

--proxy If you are using a forward proxy, add this flag to the install
prerequisite script.

Note If your proxy properties are not in the default
proxy.properties file in the root of the Edge installer, you
must:
a. Add your proxy properties to a folder relative to the Edge

installer.
b. Add the file path of the proxy properties file, relative to

the Edge installer, to the install prerequisite script. For
example, if you added the proxy properties file to a folder
called proxy within the Edge installer folder, add the
following to the script:

--proxy
proxy/myproxy.properties

--ca If you want to use a custom certificate, for example to configure a
forward man-in-the-middle proxy, add this flag to the install
prerequisite script.

Note If your custom certificate is not in the default ca.pem
file in the root of the Edge installer, you must:
a. Add your certificate file to a folder relative to the Edge

installer.
b. Add the file path of the custom certificate file, relative to

the Edge installer, to the installation prerequisite script.
For example, if you added the custom certificate file to a
folder called mycerts within the Edge installer folder, add
the following to the script:

--ca mycerts/certs.pem
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Flag Description

--disable-

otel

If you don't want to send your metrics and logs to Edge, add this flag
to the install prerequisite script to disable OpenTelemetry.

--registry-

url

<registry-

url>

The URL of your registry.

Add this flag if you use a private docker registry either with or
without authentication.

For example:

--registry-url edge-docker-

delivery.repository.collibra.io

--registry-

user

<registry-

user>

Your registry account username.

Add this flag if you use a private docker registry with authentication.

--registry-

pass

<registry-

pass>

Your registry account password.

Add this flag if you use a private docker registry with authentication.

--user-id

<user_id>

If you want to run all of your Edge site pods and containers with a
specific user ID (UID), add this flag to the install prerequisite script.

--group-id

<group_id>

If you want to run all of your Edge site pods and containers with a
specific group ID (GID), add this flag to the install prerequisite script.

--unset-run-

as-ids

If your Edge site is installed on an OpenShift Kubernetes cluster, and
you want to run all of your Edge site pods and containers from
random UIDs and GIDs, add this flag to the installation script.
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Flag Description

--no-

priority-

class-install

Warning Don't skip priority class configuration unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you need to skip installing priority classes, add this flag to the install
script. Running this flag sets all Edge site pods to the default priority
(0).
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Flag Description

--use-custom-

priority-

class

Warning Don't configure custom priority classes unless you
have an experienced Kubernetes engineer in your
organization, as doing so may result in Edge site failures.

If you want to configure custom priority classes for your Edge site
pods, add this flag, along with the following priority class name flags,
to the install script:

o --global.priorityClassName.platform

<priority>: This flags sets the custom priority class name

for Edge platform pods. This should be the highest priority class
in Edge.

o --global.priorityClassName.application

<priority>: This flag sets the custom priority class name for

Edge application pods. This should be the second highest priority
class in Edge.

o --global.priorityClassName.job

<priority>:This flag sets the custom priority class name for

Edge job pods. This should be the third highest priority class in
Edge.

--use-custom-priority-class
--global.priorityClassName.platform
critical-priority
--global.priorityClassName.application
high-priority
--global.priorityClassName.job low-
priority

7. Install your Edge site using the Helm installer script, replacing <my-namepsace>

with your Edge site namespace.:
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helm install collibra-edge collibra-edge-helm-
chart/collibra-edge -n <my-namespace> --values site-
values.yaml

Note
o If you need to review the default collibra-edge chart values included

when you run the Helm installer script, you can either inspect the
values.yaml or README.md files in ./collibra-edge-helm-chart/collibra-
edge. If you need to override, manually add the value to the command
using the --set flag.
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Upgrade the operating system for k3s
Edge sites
When you have a running Edge site on bundled k3s, you can safely upgrade the operating

system by following the procedure in this article.

Steps
1. Back up the Edge site.

Note The backup is not mandatory, but highly recommended in case the
upgrade of your OS would fail.

2. Upgrade your OS.

3. Restart the OS.

4. Wait until the Edge site becomes healthy in the Collibra Platform user interface.

Troubleshooting
If the Edge site does not become healthy after the OS upgrade, then reinstall the Edge site

with a new Edge installer and the backup that you created before the OS upgrade.

1. In Collibra, go to the Edge site you want to reinstall.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. Click Edge.

» The Edge sites overview opens.

c. In the Edge site overview, click the name of an Edge site.

» The Edge site page appears.

2. In the top right corner, click Site Actions→ Redownload Installer.

» A new Edge installer is downloaded.
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3. Install the Edge site with the backup that you created earlier.

install-master.sh properties.yaml -r registries.yaml
-r registries.yaml 
-b /<path to backup file>/edge-backup.yaml

4. Wait until the Edge site becomes healthy in the Collibra Platform user interface.
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Upgrading an Edge site
Edge site upgrades occur on a quarterly basis for major releases, which include new features

and enhancements, and on an as-needed weekly basis for minor releases, which include

security and minor bug fixes.

You can configure your Edge sites to either upgrade automatically whenever a new version is

released, or upgrade manually in order to control when and to which version your sites are

upgraded.
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Edge site upgrade methods
There are two ways to upgrade your Edge site:

l Automatic: your Edge site automatically upgrades when a new version is available.
l Manual: your Edge site alerts you when a new version is available, and you can review the

Software bill of materials and perform security scans before completing the upgrade. If

an upgrade is mandatory, your Edge site will be in read-only mode until you upgrade the

site. A mandatory upgrade is required within 3 months of the Collibra Platform quarterly

release. Upgrades may become required sooner due to:
o Important security updates.
o Migrations.
o New feature requirements.

Automatic upgrade
The Automatic mode is the default upgrade mode for Edge sites. This means that when a new

Edge site version is released, you do not need to initiate the upgrade, as it will automatically be

applied to your Edge site. You will only need to take action if the new version includes new

software requirements or your installer becomes out-of-date. This information will be provided

to you through release notes, and you can review the compatibility table to see which Edge site

versions may require action, such as a reinstall for sites installed on k3s or a Kuberntes

upgrade for sites installed on managed Kubernetes. For how to enable automatic upgrade

mode for your Edge sites that use the manual upgrade mode, go to Enable Automatic upgrade

for Edge sites.

Note If you created an Edge site prior to the 2023.08 release, your Edge sites have
Automatic upgrade enabled.

Manual upgrade
The Manual upgrade mode allows you to choose when, and to which version, you want to

upgrade your Edge sites. Whenever an Edge site version becomes available, a banner is

displayed at the top of the page with an Upgrade Now button. After you select the version to
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which you want to upgrade your site, you can download the Software Bill of Materials to review

and scan before beginning the upgrade.

Upgrade types

There are two types of upgrades:

l Optional: minor updates which occur between quarterly releases, and include security

and minor bug fixes. You can choose to wait or upgrade your Edge site.
l Mandatory: major releases which occur on a quarterly basis, and include new features

and enhancements. A mandatory upgrade is required within 3 months of the Collibra Plat-

form quarterly release. When a mandatory upgrade becomes available and you have
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manual upgrades enabled for an Edge site, your site will be in read-only mode until you

upgrade the site to the mandatory version. For more information, go to the Compatibility

between Edge sites and Collibra Platform. This is to ensure that all Edge features are

appropriately updated and compatible with Collibra.

Important You cannot start or configure any connections or capabilities if your
Edge site is in read-only mode. You must perform the mandatory upgrade or wait
until an upgrade has been completed to resume full access to Edge.

Your Edge site lists whether an upgrade is optional or mandatory. For how to enable manual

upgrade mode for your Edge sites that use the automatic upgrade mode, go to Enable Manual

upgrade for Edge sites.

Software Bill of Materials

You can download a Software Bill of Materials (SBOM) to review the contents of an Edge site

version. A SBOM is a list of images included in an Edge site version that your security team

may want to perform security scans and evaluations on before your Edge site is upgraded to a

new version.

For more information about Edge security and scanning, go to Security scanning.

You can retrieve the SBOM through one of the following methods:

l A REST API.
o Location: <hostname>/edge/api/rest/v2/releaseinfo/<edge ver-

sion>/bom

l Selecting an upgrade version in the Edge platform.
o When you select a version to upgrade your Edge site to, you are provided with a

link to download the SBOM, as shown in Enable Manual upgrade mode for Edge

sites.

The SBOM is downloaded as a zip file containing JSON files. These are in SPDX and

CYCLONEDX formats which you can use as input files for your security scanning tools.
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Note Security scans report are only accepted for the most recent generally available
(GA) release. For more information, go to one of the following resources:

l Vulnerability and scanning policy
l Edge security scanning
l Compatibility between Edge sites and Collibra Platform

What's next?
l Learn how to enable Manual or Automatic upgrade mode for your Edge sites.
l Learn how to perform your own security scans before upgrading to a new version of

Edge if you set up a private docker registry.
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How to manually upgrade your Edge
site
You can either upgrade to the newest version by clicking Upgrade now on the Edge site page

or manually select an available version by following the steps below:

1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the top right corner, click Site Actions→ Upgrade Site.

» The Upgrade Edge site dialog box appears.

3. Open the drop-down list to review available Edge site versions.

4. Select the version from the drop-down list you want to review or upgrade to.

5. Optional: Click the hyperlink to download the Software Bill of Materials.

6. Click Upgrade.

What's next?
l Review the Compatibility between Edge sites and Collibra Data Intelligence Cloud to

know when you need to either reinstall your Edge site for an upgraded version of k3 or

upgrade to the latest Edge supported version of your managed Kubernetes.
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l Optionally, set up a private docker registry to easily incorporate Edge into your existing

security procedures and perform your own security scans before upgrading to a new ver-

sion of your Edge site.
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Enable Automatic upgrade for Edge
sites
You can enable automatic upgrade for new and existing Edge sites that use the manual

upgrade mode. This mode automatically upgrades your Edge site whenever a new version has

been detected.

New Edge sites
Automatic upgrades are enabled by default for all new Edge sites. When you are creating a

new Edge site, ensure Automatic is selected before you click the Create button.
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Existing Edge sites
You can change the upgrade mode of existing Edge sites to automatic by following the steps

below:

1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the top right corner, click Site Actions→ Change Upgrade Mode.

» The Upgrade Mode dialog box appears.

3. Select Automatic.

4. Click Save.

What's next?
Review the compatibility table to know when you need to either reinstall your Edge site for an

upgraded version of k3 or upgrade to the latest Edge supported version of your managed

Kubernetes.
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Enable Manual upgrade for Edge sites
You can enable manual upgrade for new Edge sites or change existing sites to manual

upgrade mode. This mode allows you to control when, and to which version, you upgrade your

Edge sites to. You can also review the Software Bill of Materials, which outlines what is

included in the upgrade, before upgrading your Edge sites.

New Edge sites
When creating a new Edge site, select Manual under the Upgrade Mode and click Create.
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Existing Edge sites
You can change the upgrade method to manual for existing Edge sites by following the steps

below:

1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the top right corner, click Site Actions→ Change Upgrade Mode.

» The Upgrade Mode dialog box appears.

3. Select Manual.

4. Click Save.

Your Edge site will no longer automatically upgrade to the newest available version.

What's next?
l Learn how to manually upgrade your Edge site when a new version becomes available.
l Review the Compatibility between Edge sites and Collibra Platform to know when you

need to either reinstall your Edge site for an upgraded version of k3 or upgrade to the

latest Edge supported version of your managed Kubernetes.
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l Optionally, set up a private docker registry to easily incorporate Edge into your existing

security procedures and perform your own security scans before upgrading to a new ver-

sion of Edge site.
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Maintaining Edge sites
In this section, you will learn how you can maintain your Edge site installations, such as

performing backups or updating credentials.
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Edit an Edge site
You can edit a Edge site to give it another name or description.

Prerequisites
l You have created an Edge site.
l You have a global role that has the Manage Edge sites global permission.

Steps
1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the top right corner, click Site Actions→ Edit Site.

» The Edit Edge site wizard starts.

3. Enter the required information.

Field Description

Site Name The name of the Edge site. Use a meaningful name, for example
NetherlandsDataCentre1. Do not use spaces or special characters.

This field is mandatory and the name must be globally unique.

Description The description of the Edge site. We recommend to put at least basic location
information of the Edge site.

This field is mandatory.

4. Click Save.

» The Edge sites overview appears with the new name and description.
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Update Edge user's username or
password
When you download the Edge site installer, a dedicated user account is created in Collibra

Platform. This user always has "Edge" as the first name and the "Edge's site name" as the last

name.

A user will be created for each Edge site. This user is deleted when you delete the Edge site.

Note The Edge user account must have the Connect Edge to Collibra global
permission.

Run the following command:

Note
l The commands below provide both password and username. If you want to only

update one, you can remove the other when running the command. For example:

./edgecli config dgc --pass <Password123!>

l When resetting the password, follow the steps in our Set or reset a user
password article. The only non-alphanumeric characters accepted for passwords
are: !, $, %, &,(, ), *, +, ,, -, ., /, :, ;, <, =, >, ?, @, [, ], ^, _, {, |, }, ~.
For more information about the default password requirements, go to the
Password settings.

l For Edge sites installed on a bundled k3s cluster:

sudo ./edgecli config dgc --pass <password> --url <dgc url>
--user <username>

l For Edge sites installed on a managed Kubernetes cluster:

./edgecli config dgc --pass <password> --url <dgc url> --
user <username> -n <my-namespace>
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Note If your Edge site is installed on a dedicated cluster via the Edge CLI method
and it does not have a custom namespace, you can remove -n <my-
namespace> from the command.
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Update the outbound proxy
configuration
If you have to change the outbound proxy configuration of a running Edge site, you can use

Collibra's outbound proxy update script.

Steps
1. Find the proxy.properties file on the server that you used during the configuration of the

outbound proxy.

2. Update the file with the new property values and save the file.

3. Depending on your setup, do one of the following:
o If you use a MITM proxy and the ca.pem has changed or was not included in the ini-

tial Edge installation, reinstall your Edge site.
o Otherwise,

n If your Edge site is installed on a bundled k3s cluster, run the following

command wherever your Edge site is installed:

sudo ./edgecli config proxy --path <path to proxy
config>

n If your Edge site is installed on a managed Kubernetes cluster, run the

following command from a Linux machine that has access to the Kubernetes

cluster where your Edge site is installed:

./edgecli config proxy --path <path to proxy con-
fig>

Help file of the script

~/edgecli config proxy --help
Usage:

edgecli config proxy [flags]
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Flags:
--path string

Global Flags:
-h, --help

270



Back up an Edge site
To avoid losing your Edge site configurations, such as passwords and file parameters in

connections, you can back up an Edge site. You can use this backup to reinstall it later, for

example, when you want to reinstall an Edge site with a new installer.

The backup contains the following content:

l The public/private key of the site that is used for sending and encrypting secrets.
l The secrets that are used in connections, capabilities and vaults.

Note For privacy reasons, Edge site backups remain in your personal environment and
are not sent to the cloud.

On the server that runs your Edge site, run the following command:

sudo ./edgecli recovery backup --path <backup_path>

» Edge creates a backup of your Edge site in the selected folder of the command.

On the server from which you manage your managed Kubernetes cluster, run the following

command:

./edgecli recovery backup --path <backup_path>

» Edge creates a backup of your Edge site in the defined folder of the last command.

On the server that runs your Edge site, run the following command:

kubectl get -n <my-namespace> secrets -l
edge.collibra.com/backup -o yaml > <PATH_OF_BACKUP_FILE>
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Property Description

<my-

namespace>

The Edge site namespace.

l If your Edge site has a custom namespace, add it here.
l If your Edge site does not have a custom namespace, add the default

namespace,collibra-edge.

<PATH_OF_

BACKUP_FILE>

The name of the output yaml file containing your Edge site backup. For
example, myBackupFile.yaml.

» Edge creates a backup of your Edge site in the defined folder of the last command.

What's Next?

Note You can only restore a backup by reinstalling the Edge site using the created
backup.

Reinstall your Edge site using the backup you created.
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Delete an Edge site
You can delete an Edge site if you no longer need it.

Note Deleting an Edge site does not delete the data ingested in Collibra Platform. The
ingested data must be deleted manually.

Prerequisites
l You have created an Edge site.
l You have a global role that has the Manage Edge sites global permission.
l Ensure that your environment uses the latest user interface.

Steps

1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the top right corner, click Site Actions→ Delete Site.

» The Delete Edge site wizard starts.

3. Click Delete.

» The Edge sites overview appears, without the deleted Edge site.

4. On the server that hosts the Edge site, go to /usr/local/bin where you can find the

uninstall script uninstall-edge.sh, then run one of the following commands:

Note If you intend to reinstall the Edge site after performing an uninstall
command, you need to recreate the Linux disk mount for the directory
/var/lib/rancher/k3s
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Command Description

/usr/local/bin/uninstall-
edge.sh

Delete Edge site, but keep its data.

The data consists of drivers, required
files for capabilities, and data that was
saved by Edge capabilities

/usr/local/bin/uninstall-
edge.sh 
--remove-local-data

Delete Edge site and its data.

/usr/local/bin/uninstall-
edge.sh 
--remove-local-data 
--force

Delete Edge site without confirmation
request, for example if you want to
delete the site via a script.

You can use this in combination with
removing the site data.

1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the top right corner, click Site Actions→ Delete Site.

» The Delete Edge site wizard starts.

3. Click Delete.

» The Edge sites overview appears, without the deleted Edge site.

4. On the server from which you manage your cluster, run one of the following

command:
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o With terminal logging

./edgecli uninstall

o With terminal and file logging:

./edgecli uninstall 2>&1 | tee "edge-installer-
$(date +"%Y-%m-%d_%H-%M-%S").log"

Note
If your Edge site has a custom namespace, add -n <my-namespace> to the
command.

5. From the extracted TGZ archive, run the following command:

sh edge-cd-helm-chart/helm-uninstall.sh

Note If your Edge site had a custom namespace, add --namespace <my-
namespace>, replacing <my-namespace> with the name of your Edge site
namespace.

Important If you do not plan on reinstalling your Edge site on the same Kubernetes
cluster as it was originally installed on, then you must run the following command
after you reinstall on the new cluster to delete unmanaged resources:

kubectl delete priorityclass job application platform
kubectl delete crd clusterworkflowtemplates.argoproj.io
\
cronworkflows.argoproj.io
workflowartifactgctasks.argoproj.io
workfloweventbindings.argoproj.io workflows.argoproj.io
workflowtaskresults.argoproj.io \
workflowtasksets.argoproj.io
workflowtemplates.argoproj.io
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Disaster recovery for managed
Kubernetes Edge sites
Edge's disaster recovery procedure allows you to recover your data in instances where your

Kubernetes cluster fails while Edge is running. This procedure is only applicable when your

Edge site is installed on a managed Kubernetes cluster.

Use Case Scenario
Below is an example scenario which demonstrates when this procedure would be used and

how to initiate it.

In this scenario, an Edge site has already been installed on Cluster A. We recommend that you

set up a periodic backup for Cluster A to avoid losing your Edge site configurations. In the

event of a failure, you have to uninstall Cluster A, reinstall Edge on a new cluster (Cluster B),

and then finally restore the Cluster A Edge site backup on Cluster B.

Note You can follow the steps and use the commands in Reinstall an Edge site per
your preferred installation method. However, in the case of a disaster, the Edge site
would be installed in a new cluster, as shown below.

The process of recovering from a disaster requires the following steps:

1. Set up a periodic backup of Edge on Cluster A.

2. Uninstall the Edge site running on Cluster A.

3. Install the new Edge site and restore a backup on Cluster B.
o If you use the Helm chart method, the restore backup command must be run

before you reinstall the Edge site.

Tip All steps require that the kubectl utility can connect to the cluster.
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Migrating to Edge from Jobserver
You can migrate Jobserver to Collibra's Edge for enhanced security, improved performance

and even more functionality!
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Why migrate to Edge?
Edge provides our customers with all of the capabilities provided with Jobserver, but with

better security controls and added capabilities. Edge provides seamless native integrations

and on-site data processing solutions that prioritize security and proximity to the data, while

keeping the processing of your data within your own environment.

Edge Jobserver

Capabilities l Edge-certified JDBC connectors
l JDBC metadata ingestion on Database level
l JDBC data profiling and classification
l JDBC data sampling
l Data Notebooks
l Protect
l Multiple integrations, such as Amazon S3, Dat-

abricks, ADLS

l Jobserver-certified
JDBC connectors

l JDBC metadata inges-
tion: Schema level

l Data profiling
l Data classification
l Data sampling
l Some integrations

Security l Edge provides the ability to mirror images in your
private docker registry which allows you to scan
containers per your security policy. This provides
you with information on vulnerabilities around
Edge containers and opens the dialogue among
your security stakeholders regarding risk, tol-
erance, and remediation requirements.

l You can integrate your Edge site with your exist-
ing vault provider and implement your organ-
ization’s credential management policies for any
data source to which Edge connects.

l Data source secrets / credentials are stored on
the Edge site.

l Classification is local to the Edge site, which
means that none of your data leaves your
premises.

l Sample data will be requested from the data
source live, and cached on the Edge site for a cer-
tain time frame (24 to 48 hours).

l Data source secrets /
credentials are stored in
the Collibra Cloud.

l To classify data, client
sample data is sent to
the Cloud Classification
platform.

l Sample data is stored in
the Collibra Cloud.

Performance l Can ingest and profile in parallel.
l No limit on the table size you can profile.

l All capabilities executed
sequentially.

l Limit on table size you
can profile.
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Edge Jobserver

Extensibility Edge is a run time platform to host all capabilities, and
this includes any new capabilities that will be
developed and deployed in the future.

Jobserver requires several
separate components for
new capabilities, such as
Separate Jobserver for
Tableau ingestion or sep-
arate command line applic-
ation for lineage harvester.

Maintenance l Installer bundled with minimal binaries and arti-
facts. The installation is “live” in that the installer
pulls images from the repository over the internet
at install time.

l Edge provides two upgrade modes. Edge can be
upgraded as soon as there is a release available. It
can also be updated when the customer prefers
and is typically to review security vulnerabilities in
a release, a feature in Smart Upgrade.
o Automatic: your Edge site is upgraded as soon

as a new release version is available.
o Manual: you control when your Edge site is

upgraded, allowing you to review security vul-
nerabilities in a release version before upgrad-
ing your Edge site.

l Console application on
the Jobserver offers a
user interface for some
configuration and access
to logs. Some con-
figuration changes must
be made directly in con-
figuration files.

l Jobserver only has one
upgrade mode: Manual.
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Migration to Edge overview
The following image illustrates the high-level steps of each user and the frequency these steps

need to be performed to migrate data sources from Jobserver to Edge.

To migrate a data source, following steps are needed:

Step Description

1 Enable the Migrate Schema to Edge workflow in your environment.

2 Install an Edge site.

3 Create an Edge connection for the data source and add the following capabilities for those
connections:

l Catalog JDBC ingestion
l JDBC Profiling
l To classify data via Unified Data Classification, also enable the Unified Data Classification

method.

4 Register the data source via Edge.

5 For each schema that you want to migrate from Jobserver to Edge for the data source,
migrate the existing Schema asset.
Once a schema is migrated, this schema can now be synchronized, profiled, classified, and so
on via Edge.
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Note Once all data sources have been migrated, you can decommission Jobserver.
For all details, go to the Support center.

[[[Undefined variable
CollibraGeneral.additional-resources]]]

l Collibra University courses
o The Value of Edge
o Preparing Edge for Migration
o Migrating schemas from Jobserver to Edge

l Schedule a coaching session with a Collibra expert who can provide best practices,

answer migration questions, and help you get started with the migration process.
l Schedule a migration session with an Edge expert who can discuss your migration

needs and ensure a successful migration.
l Speak with the Collibra Account Team about the Edge Migration Accelerator Program to

work with a Collibra expert who can help you seamlessly migrate from Jobserver to

Edge.
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Troubleshooting Edge
For a list of all Edge troubleshooting topics, go to the Support Portal.

Most popular resources:

l Common Edge troubleshooting topics

l Create an Edge diagnostics file
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Edge FAQ
The following table contains the most frequently asked questions about Edge that were not

answered anywhere else in the Edge documentation.

Question Answer

Who benefits from using Edge? All customers who want to ingest data into Collibra Platform
benefit from Edge.

Some of the benefits for using Edge are:

l Data is processed in the customer's secure environment
and only the process results are sent to Collibra Platform.

l Edge can automatically anonymize sensitive profiling data
before sending it to Collibra Platform.

l Edge can automatically classify the metadata and send
the classification results together with the profiling results
to Collibra Platform.

l Edge enables better profiling performance, because data
no longer has to be copied or moved.

l Edge can execute capabilities in parallel, considering this
is dependent of available resources. Jobserver only
executes capability jobs sequentially.
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Question Answer

Why should I migrate from Jobserver to
Edge?

Edge provides our customers with all of the capabilities
provided with Jobserver, but with better security controls and
added capabilities. Edge provides seamless native
integrations and on-site data processing solutions that
prioritize security and proximity to the data, while keeping the
processing of your data within your own environment. For
more information, go to Migrate to Edge from Jobserver.

The main differences between Edge and Jobserver are the
following:

l Edge is based on Kubernetes, a distributed runtime, which
means:
o It offers built in resource management.
o It has reliable delivery of results to Collibra Platform.

l Edge provides the ability to mirror images in your private
docker registry to better fit your security policy.

l Edge offers two upgrade modes to best suit your
needs: Automatic and Manual.

l Edge is a Collibra service compatible with on-premises as
well as cloud environments.

l Edge offers continuous delivery of capability types and
updates will be delivered on a regular basis.

l Edge updates are included with Collibra Platform
releases.

New capabilities will not be developed for Jobserver, as it will
be made end of life from September 30, 2024. We
recommend migrating to Edge before this date.

Can Edge run alongside Jobserver? Yes, both can technically be run at the same time, however,
we strongly recommend that you do not install both Job-
server and Edge on the same server. Edge should be installed
on its own dedicated server.

What does the Edge architecture look
like?

You can see how Edge interacts with other components in
this architecture and components overview.
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Question Answer

Can Edge use Kubernetes provided by
a Cloud vendor, for example Google
Kubernetes Engine (GKE), Azure
Kubernetes Services (AKS) or Amazon
Elastic Kubernetes Service (EKS)?

Yes, you can install Edge on the following managed
Kubernetes clusters:

l Azure Kubernetes Service (AKS)
l AWS Fargate using EKS
l Amazon EKS
l Google Kubernetes Engine (GKE)
l OpenShift

Currently, we only support basic integrations with these
Cloud services. Please contact your Account Team if you
have any questions.

Note Alternatively, if you install Edge on a Cloud
environment, the Edge site installer includes the k3s
Kubernetes version.

Can you use Autopilot mode if your
Edge site is installed on a Google Kuber-
netes Engine (GKE) cluster?

Yes, but we cannot support troubleshooting your Edge site
installed on a GKE cluster if Autopilot mode is enabled.

Can Edge be installed on Windows serv-
ers?

If you use Microsoft technologies, you can install your Edge
site on a managed Azure Kubernetes Service (AKS) cluster.

We prioritize your experience on Linux-based operating
systems, and as such, because Microsoft does not currently
provide seamless support for k8s clusters and container
technology, we do not provide support for Edge installations
on any other Microsoft technologies at this time.

Can Edge be installed on a cluster with
existing resources?

From the 2024.05 Edge release, Edge sites can be installed
on shared Kubernetes clusters. To learn more, go to the sys-
tem requirements for installing Edge on a managed, shared
Kubernetes cluster.

What are the supported data sources
on Edge?

You can find the list of supported data sources in the Data
sources supported by Edge section.

How does authentication from Edge to
the customer's data sources work?

Authentication to data sources depends on the source type
that the capability is connecting to. JDBC sources are
covered via Edge connection providers. Other sources are
accessed in different ways by capabilities themselves.
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Question Answer

Can you connect using a cloud provider
key manager such as AWS Secrets
Manager, GCP Secret Manager or
Azure Key Vault?

Yes, you can integrate your Edge site with the following vault
providers:

l CyberArk Vault
l HashiCorp Vault
l Azure Key Vault
l AWS Secrets Manager
l Google Secret Manager

Why do you not support CentOS Linux
8?

CentOS Linux 8 has been made end-of-life. We are com-
mitted to using the latest technologies to ensure the best per-
formance of our software, and as such RedHat 8 is required in
order to receive support for Edge installations.

How does Edge connect to Collibra Plat-
form?

An Edge site is installed in the customer's environment, close
to the data source. The Edge site communicates to Collibra
Platform using an outbound HTTPS connection via port 443.

Does deleting an Edge site delete the
data from capabilities already ingested
in Collibra Platform?

No. When you delete an Edge site, only the site and its con-
figurations are deleted. Data that has already been ingested in
Collibra Platform must be deleted manually.

Is Edge on premises or in the Cloud? Edge is always close to your data, and therefore can be on
your premises or in a private or public Cloud setup.

Who controls Edge? Edge is controlled by the customer through local access via
the Collibra Platform user interface. You can also use local
access via the Linux shell for advanced troubleshooting when
Edge is unable to connect. For more information, go to About
Edge.

How is Edge updated? Edge sites can be configured to either upgrade automatically
whenever a new version is released, or upgrade manually, in
order to control when and to which version your sites are
upgraded. For more information, go to Upgrading an Edge
site.

Can an Edge site connect to more than
one Collibra environment?

No. Every Edge site belongs and authenticates to only one
Collibra Platform environment.
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Question Answer

Can Edge use customer-provided cer-
tificates to connect to Collibra
Platform?

Currently, we do not support this.
Edge is a Collibra product that can run on the customer's on-
premises or cloud environment. The authentication between
the Edge site and Collibra Platform is controlled and secured
by Collibra. The keys and credentials are generated when you
install the Edge site.

When do internal K3S certificates
expire?

The internal K3S certificates expire 12 months after the initial
installation. You should restart the K3S-based Edge site in the
last 3 months to ensure the internal certificates are rotated. If
not, restart K3S or reinstall the Edge site.

Does Edge implement Cross-Site
Request Forgery (CSRF) tokens?

Yes, the Edge management user interface can now imple-
ment CSRF tokens.

Note The CSRF token needs to be unique per user
session and should be a large, random value.

Does Edge support mTLS when con-
necting to Collibra Platform?

Currently, we do not support this.

Is Edge horizontally scalable? Yes, Edge sites installed on a managed, shared Kubernetes
cluster are horizontally scalable.

Does Edge support High Availability and
disaster recovery?

Edge does not support High Availability, but core Edge
services can be replicated if Edge is installed on a multi-node
cluster, and Edge capabilities can be restarted in the event of
a failure.

Disaster recovery is supported through regular backups.
More information about our disaster recovery process can be
found in this overview.
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Question Answer

What troubleshooting information is col-
lected and where is it stored?

When Edge is operational and has deployed running
capabilities, jobs or services, it can collect information on
multiple levels:

l Infrastructure logs - default level info is collected, sent to
the Cloud and accessible by Collibra.

l Edge system monitoring - sent to the Cloud and access-
ible by Collibra.

l Metadata connector logs - off by default and accessible
by the customer .

l Edge diagnostics - information is collected on demand by
the customer on site and sent to Collibra as part of the sup-
port ticket.

Edge Sample Data capability:

1. Can everybody see sample data?
2. How is sample data queried from the

database?
3. Which user account pulls the sample

data from the database?

The Sample Data capability for Edge is a feature and needs to
be activated.

1. Only users with the permission will be able to view the
sample data.

2. Samples are queried from the data source upon request.
3. The samples will be pulled from the database using the ID

of the account specified in the Edge connection.

Can metrics data from an Edge site be
sent to Collibra through a private link
instead of over the Internet?

No, this data can only be sent over the Internet.
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Question Answer

What are Edge security considerations? Edge is designed around security first principles. Several
highlights:

1. No inbound connectivity - Edge site is always polling the
platform via a REST endpoint.

2. Data is not stored on Edge after a job has finished.
3. Credentials are managed by Edge and not accessible out-

side of it.
4. Credentials on Edge site are encrypted with the key

secured in the Collibra Data Governance Center.
5. Credentials can be updated both for data sources and Col-

libra Data Governance Center.
6. With the Edge Smart Upgrade feature, you can configure

your Edge sites to upgrade manually. Manual upgrade
allows you to run security scans on images included in a
new release version before upgrading your Edge site ver-
sion. Furthermore, these security scans can be performed
in your own private docker registry. For more information
on how your Edge sites can be upgraded, go to Upgrading
an Edge site.

For more information about security scanning, go to Collibra's
vulnerability and scanning policy.

How are secrets stored on an Edge
site?

You can find the details of how Edge stores secrets in this
Storing secrets overview.
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About Collibra Cloud sites
A Collibra Cloud site is hosted by Collibra, which allows you to integrate with cloud-native data

sources out-of-the-box. A Collibra Cloud site site is set up and managed by Collibra, allowing

you to focus on your business needs. While this solution simplifies implementation and

maintenance, it offers slightly fewer features than customer-managed Edge sites and

connects to data sources over the internet. Collibra Cloud site sites upgrade automatically,

meaning they are always on the latest, most secure version.

All Collibra Cloud sites are named Collibra Cloud site, as shown below: Edge

What is included with a Collibra Cloud site?
You can create and manage your Collibra Cloud site connections and capabilities in a similar

way to how these are managed in a customer-managed Edge site. However, because a

Collibra Cloud site connects to data sources over the internet and is maintained by Collibra,

some connections and capabilities are not available.

The following list shows the supported data sources per capability:

l Metadata ingestion and synchronization
o Amazon Redshift (JDBC)
o Athena (JDBC)
o AWS Glue (JDBC)
o Azure Data Lake Storage
o Azure Synapse Analytics
o Databricks Unity Catalog
o Databricks (JDBC)
o Google BigQuery (JDBC)
o Google Cloud Storage
o Google Dataplex
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o Salesforce (JDBC)
o SAP Datasphere Catalog
o SAP HANA
o Snowflake (JDBC)
o S3

l Classification and Profiling
o Amazon Redshift (JDBC)
o Athena (JDBC)
o AWS Glue (JDBC)
o Azure SQL server
o Azure Synapse Analytics
o Databricks (JDBC)
o Databricks Unity Catalog
o Google BigQuery (JDBC)
o Salesforce (JDBC)
o SAP HANA Cloud
o Snowflake (JDBC)

l Technical lineage
o Amazon Redshift (JDBC)
o Azure SQL Data Warehouse
o Azure SQL server
o Azure Synapse Analytics
o Databricks Unity Catalog
o Google BigQuery (JDBC)
o Google Dataplex
o Power BI
o SAP HANA Cloud/Advanced
o Snowflake (JDBC)
o Tableau

l Protect
o AWS Lake Formation
o Databricks (JDBC)
o Google BigQuery
o Snowflake (JDBC)

l AI Governance
o AWS Bedrock AI
o AWS SageMaker AI
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o Azure AI Foundry
o Azure ML
o Databricks Unity Catalog
o Google Vertex AI
o MLflow
o SAP AI Core

l Unified Data Quality
o Amazon Redshift (JDBC)
o Athena (JDBC)
o Databricks (JDBC)
o Google BigQuery (JDBC)
o SAP HANA Cloud/Advanced
o Snowflake (JDBC)

For more information, go to our connections and capabilities documentation.

Additionally, you can register the following data sources for Data Notebook:

l Amazon Redshift (JDBC)
l Athena (JDBC)
l Databricks Unity Catalog
l Google BigQuery
l Google BigQuery (JDBC)
l Snowflake (JDBC)

Note If a data source you want to integrate with is not listed below, contact your
Account Executive for more options.

Limitations
As Collibra Cloud sites are managed by Collibra, some customer-managed Edge

functionalities are not supported on Collibra Cloud sites:
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l Edge CLI

Note
As the Edge CLI is unsupported for Collibra Cloud sites,

o You can't backup or restore your Collibra Cloud site.
o The following Lineage integrations are not available:

n IBM InfoSphere DataStage
n Informatica PowerCenter
n SQL Server Integration Services (SSIS)
n dbt Core
n Custom Lineage
n JDBC Lineage via Shared Storage connection
n Open Lineage

l Sampling
l Data Notebook's Postgres Database storage capability
l Control of managed Kubernetes clusters
l Manual upgrades
l Customer hosted Vault integrations
l Forward proxies
l Custom repositories
l FedRAMP authorization
l Security Scanning

What's next?
l Request a Collibra Cloud site
l Available connections
l Available capabilities
l Jobs dashboard
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Request a Collibra Cloud site
You can request 1 Collibra Cloud site per environment you have. For example, 1 Collibra Cloud

site for your development environment and 1 Collibra Cloud site for your production

environment. You can submit a request to Collibra to set up your Collibra Cloud site by

following the steps in this topic.

Note If you've already requested a Collibra Cloud site in an environment, you aren't
able to request another Collibra Cloud site.

Steps
1. On the main toolbar, click→ Settings.

» The Settings page opens.

2. Click Edge.

» The Edge sites overview opens.

3. Click Create Edge site.

» The Edge site creation wizard opens.

4. Click Select Collibra Cloud in the Collibra Cloud site section.

5. Review and confirm the Collibra Cloud site information with your internal team.

6. Click Request site .

» A request for a Collibra Cloud site is submitted to Collibra. Your Collibra Cloud site is in

the Read only status until it is approved.

7. When your Collibra Cloud site is approved, you will receive a confirmation email, includ-

ing any IP addresses you may need to include in your allowlist. Once your site is

approved and setup, you can begin adding connections and capabilities.

What's next?
l Available connections
l Available capabilities
l Jobs dashboard
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Edge and Collibra Cloud site site
connections
Connections define how a capability communicates with a data source in order to collect and

send metadata to Collibra.
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About Edge and Collibra Cloud site
connections
To collect metadata from a data source and add it into Collibra via an Edge or Collibra Cloud

site, your site needs to be able to communicate with the data source. This is managed via a

connection. Once a connection is established, it can be used by some of the Collibra

capabilities to, for example, register the metadata or collect sample data.

Example
You want to add the metadata of a Snowflake data source in Collibra and create
technical lineage for it. By defining a JDBC connection between Edge and your
Snowflake data source, you establish a secure line of communication between Collibra
and your data source. This line of communication is then used to register the metadata
and create technical lineage for it in your Collibra platform.

Multiple connection types are available. The connection type that you need to use depends on

what you want to achieve. The following table contains the available connection types and the

associated capabilities.

Connection type Description Supported
for Edge
sites?

Supported for
Collibra Cloud
site?

AWS (Amazon Web Ser-
vices)

Used for the integration and
protection of Amazon S3 data
sources and Amazon SageMaker AI
models.

Show associated capabilities

l S3 synchronization
l Protect for AWS Lake Formation
l AWS Bedrock AI
l AWS SageMaker AI

Yes Yes
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Connection type Description Supported
for Edge
sites?

Supported for
Collibra Cloud
site?

Azure Used for the integration of Azure
Data Lake Storage (ADLS) data
sources, Azure AI Foundry models
and agents, and Microsoft Azure AI
models.

Show associated capabilities

l ADLS synchronization
l Azure AI Foundry
l Azure ML

Yes Yes

Databricks Used for the integration of
Databricks Unity Catalog.

Show associated capability

l Data Unity Catalog

Yes Yes

dbt Used for the integration of

Show associated capabilities

l Technical Lineage for dbt Cloud

Yes No

GCP (Google Cloud Plat-
form)

Used for the integration and
protection of Google Cloud Storage
and Dataplex data sources.

Show associated capabilities

l GCS synchronization
l Protect for Google BigQuery
l technical lineage for Google

Dataplex

Yes Yes

HTTP

l Basic Auth
l No Auth
l OAuth 2.0

Allows workflows to communicate
with other HTTP systems, such as
external REST APIs.

Yes Yes
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Connection type Description Supported
for Edge
sites?

Supported for
Collibra Cloud
site?

Informatica Intelligent Cloud
Services

Used to connect to Informatica
Intelligent Cloud Services.

Show associated capability

l Technical lineage for Informatica
Intelligent Cloud Services (IICS)

Yes No
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Connection type Description Supported
for Edge
sites?

Supported for
Collibra Cloud
site?

JDBC

l Generic JDBC con-
nection (recommended)

l Username/Password
JDBC connection

Used to connect to JDBC data
sources, for example, Snowflake,
Salesforce, and PostgreSQL.

In most cases, you need to create a
connection for each database you
want to register. Some data sources,
however, allow you to use a single
connection to register multiple
databases. You can find this
information in the Supports
registration of multiple databases?
in Overview of connectors.

Show associated capabilities

l Catalog JDBC ingestion
l Catalog JDBC Sampling
l JDBC Profiling
l Catalog Data Classification
l Protect for Snowflake
l Technical lineage capabilities for

data sources that use the JDBC
connection
o Technical Lineage for Azure
o Technical Lineage for

BigQuery
o Technical Lineage for

DataStage
o Technical Lineage for Db2
o Technical Lineage for

Greenplum
o Technical Lineage for SAP

HANA
o Technical Lineage for Hive
o Technical Lineage for

Informatica PowerCenter
o Technical Lineage for

MySQL
o Technical Lineage for SQL

Server

Yes Yes, limited

depending on
the capability.
For more
information, go
to available cap-
abilities.
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Connection type Description Supported
for Edge
sites?

Supported for
Collibra Cloud
site?

o Technical Lineage for
Netezza

o Technical Lineage for Oracle
o Technical Lineage for

PostgreSQL
o Technical Lineage for

Amazon Redshift
o Technical Lineage for

Snowflake
o Technical Lineage for Spark

SQL
o Technical Lineage for SQL

Server Integration Services
(SSIS)

o Technical Lineage for Sybase
o Technical Lineage for

Teradata

Looker Used to connect to Looker.

Show associated capabilities

l Technical Lineage for Looker

Yes No

Matillion Used to connect to Matillion.

Show associated capability

l Technical Lineage for Matillion

Yes No

Microsoft SSRS-PBRS Used to connect to SSRS-PBRS.

Show associated capabilities

l Technical Lineage for SSRS-
PBRS

Yes No

MicroStrategy Used to connect to MicroStrategy.

Show associated capabilities

l Technical Lineage for
MicroStrategy

Yes No

300

https://productresources.collibra.com/docs/collibra/latest/Content/CollibraDataLineage/TechnicalLineage/TechnicalLineageviaEdge/to_tech-lin-edge-workflow.htm?techlin-selector=edge-capabilities/edge-capabilities.looker
https://productresources.collibra.com/docs/collibra/latest/Content/CollibraDataLineage/TechnicalLineage/TechnicalLineageviaEdge/to_tech-lin-edge-workflow.htm?techlin-selector=edge-capabilities/edge-capabilities.looker
to_tech-lin-edge-workflow.htm
to_tech-lin-edge-workflow.htm
https://productresources.collibra.com/docs/collibra/latest/Content/CollibraDataLineage/TechnicalLineage/TechnicalLineageviaEdge/to_tech-lin-edge-workflow.htm?techlin-selector=edge-capabilities/edge-capabilities.ssrs-pbrs
https://productresources.collibra.com/docs/collibra/latest/Content/CollibraDataLineage/TechnicalLineage/TechnicalLineageviaEdge/to_tech-lin-edge-workflow.htm?techlin-selector=edge-capabilities/edge-capabilities.ssrs-pbrs
https://productresources.collibra.com/docs/collibra/latest/Content/CollibraDataLineage/TechnicalLineage/TechnicalLineageviaEdge/to_tech-lin-edge-workflow.htm?techlin-selector=edge-capabilities/edge-capabilities.ssrs-pbrs
https://productresources.collibra.com/docs/collibra/latest/Content/CollibraDataLineage/TechnicalLineage/TechnicalLineageviaEdge/to_tech-lin-edge-workflow.htm?techlin-selector=edge-capabilities/edge-capabilities.microstrategy
https://productresources.collibra.com/docs/collibra/latest/Content/CollibraDataLineage/TechnicalLineage/TechnicalLineageviaEdge/to_tech-lin-edge-workflow.htm?techlin-selector=edge-capabilities/edge-capabilities.microstrategy
https://productresources.collibra.com/docs/collibra/latest/Content/CollibraDataLineage/TechnicalLineage/TechnicalLineageviaEdge/to_tech-lin-edge-workflow.htm?techlin-selector=edge-capabilities/edge-capabilities.microstrategy


Connection type Description Supported
for Edge
sites?

Supported for
Collibra Cloud
site?

MLflow Used to connect to MLflow.

Show associated capabilities

l MLflow AI

Yes Yes

Power BI Used to connect to Power BI.

Show associated capabilities

l Technical Lineage for Power BI

Yes Yes

SAP AI Core Used to connect to SAP AI Core.

Show associated capabilities

l SAP AI Core capability

Yes Yes

SAP Datasphere Catalog Used to connect to SAP Analytics
Cloud.

Show associated capabilities

l SAP Datasphere Catalog syn-
chronization

Yes Yes

Shared Storage connection Used to access files from a shared
folder.

Show associated capability

l Technical Lineage for SqlDir-
ectory

l Technical Lineage for Custom
Technical Lineage

l Technical Lineage for DataStage
l Technical Lineage for dbt
l Technical Lineage for Inform-

atica PowerCenter
l Technical Lineage for SQL

Server Integration Services
(SSIS)

Yes No
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Connection type Description Supported
for Edge
sites?

Supported for
Collibra Cloud
site?

Tableau Used to connect to Tableau Server
or Tableau Online.

Show associated capability

l Technical Lineage for Tableau

Yes Yes

Technical Lineage Admin Used to connect to the Collibra Data
Lineage service instances, to run
any of the following technical lineage
admin options:

l List sources
l Ignore sources
l Analyze files
l Sync

Yes Yes
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Edit an Edge and Collibra Cloud site
site connection
You can update the details of a data source by editing the connection. This topic will discuss

how you can generally edit a connection. For more specific information, review the

requirements for your data source, such as Technical lineage and Sample data.

Note Refer to the JDBC connections documentation for how to edit JDBC
connections.

Available vaults

Prerequisites
l You have a global role that has the Product Rights > System administration global

permission.
l You have a global role that has the Manage connections and capabilities global

permission.
l You either created and installed an Edge site or were granted a Collibra Cloud site.
l You have added a vault to your Edge site.

Note It is possible there are extra requirements for your specific data source. Review
the requirements and permissions of your data source before making any changes.

Steps
1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.
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c. In the site overview, click the name of a site.

» The site page appears.

2. Locate and click the connection you want to edit.

3. At the bottom of the page, click Edit.

4. Edit the connection or vault information.

How to use your vault...

To use your vault, do the following:

a. In the Value Type field, select Vault Key.

b. Enter the query value to identify the secret in your vault.

Example

To use your vault, do the following:

a. In the Value Type field, select Vault Key.

b. Enter the required information:

Name Description

Secret Engine
Type

Select one of the following:

n Key Value
n Database

Engine Path The engine path to your vault where the value is stored.

Secret Path The secret path to your vault where the value is stored.

Field The name of the field to your vault where the value is stored.

Note Only available if you selected Key Value in the
Secret Engine Type field.
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Name Description

Role The role specified in the Database engine.

Note Only available if you selected Database in the Secret
Engine Type field.

Example

To use your vault, do the following:

a. In the Value Type field, select Vault Key.

b. Enter the required information:

Name Description

Vault Name The name of your Azure Key Vault in your Azure Key Vault service
where the value is stored.

Secret Name The name of the secret in your vault where the value is stored.

Example

Chapter 5
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To use your vault, do the following:

a. In the Value Type field, select Vault Key.

b. Enter the required information:

Name Description

Secret Name The name of the secret in your vault where the value is stored.

Field If the secret stored in your AWS Secrets Manager is a JSON value,

for example{"pass1": "my-password", "pass2":

"my-password2"}, then you need to specify the Field to point

to the exact JSON value that should be used. For example,

Secret Name: edge-db-customer; Field: pass.

Note If the secret stored in your AWS Secrets Manager is
a plain string value, for examplemy-password, then you
do not need to specify the Field.

Example

To use your vault, do the following:

a. In the Value Type field, select Vault Key.

b. Enter the name of the secret in your vault where the value is stored.

Example

5. Click Save.
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Delete an Edge or Collibra Cloud
sitesite connection
You can delete a connection from a Edge or Collibra Cloud site to a data source if you no

longer need it. This topic will discuss how you can generally delete a connection. For more

specific information, review the requirements for your data source, such as Technical lineage

and Sample data.

Note Refer to the JDBC connections documentation for how to edit JDBC
connections.

Prerequisites
l You have a global role that has the Product Rights > System administration global

permission.
l You have a global role that has the Manage connections and capabilities global

permission.
l You either created and installed an Edge site or were granted a Collibra Cloud site.

Steps
1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. Locate and select the connection you want to delete.

3. At the bottom of the page, click Delete.

» The Confirm Delete of Connection dialog box appears.

4. Click Delete.
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Warning When you delete a JDBC connection that Data Quality & Observability
Classic uses from a site, all associated Collibra DQ metadata for that connection will
also be deleted from Collibra. You cannot undo this action.

308



309

JDBC connections
JDBC connections define how an Edge capability accesses a data source.

To create a connection to your data source, you need to select a connection type, which

determines the available properties of the connection, such as the authentication method and

connection string and driver.

Example If you want to ingest data from an Amazon Redshift data source, you need a
specific JDBC driver for Amazon Redshift. You use that driver to create a connection
between your Edge site and your Amazon Redshift data source.

Tip Collibra provides a selection of certified JDBC drivers on Collibra Marketplace. We
highly recommend to only use JDBC drivers that are certified for Edge.

Create a JDBC connection
You can create a JDBC connection from an Edge or Collibra Cloud site to a data source. You

can then register the data source via Edge.

Note If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to
check if your data source is supported.

Note If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to
check if your data source is supported.

Prerequisites
l You have a global role that has the Product Rights > System administration global per-

mission.
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l You have a global role that has the Manage connections and capabilities global per-

mission.
l You either created and installed an Edge site or were granted a Collibra Cloud site.
l You have added a vault to your Edge site.
l If your data source connection requires a file from your vault, the file must be encoded

into Base64 and stored as a regular secret in your vault.

Steps
1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the JDBC Connections section, click Create Connection.

» The Create Connection dialog box appears.

3. Click the Generic JDBC connection connection type.

Important
o If the authentication method you use includes the username and
password properties, you can use either the Generic or
Username/Password JDBC connection type. If you use the Generic JDBC
connection type, add the username and password properties manually.

o After creating a Generic JDBC Connection, you can update your
connection to use a different authentication method if needed. However, if
you initially use the Username/Password JDBC connection type and want
to change to another authentication method, you must create a new
connection by using the Generic JDBC Connection.

4. Enter the required information.

Field Description

Connection set-
tings

This section contains the settings to connect to your data source.
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Field Description

Name The name of the JDBC connection.

Note We recommend not to use the special character > in the
JDBC connection name. This character is part of the full name of
assets created via Edge. If you use this character, features such as
sampling or classification can be impacted.

Description The description of the JDBC connection. This field is also visible when you
register content.

Vault The vault whose secrets you want to use to fill out fields.

This field is only available if one or more vaults have been configured for your
Edge site.

Connection para-
meters

This section contains general settings to connect to your data source.

Driver class
name

The driver class name of the connection.

Driver jar The JAR file contains the JDBC driver.

Click Upload to upload a JAR file.

Additional
classpath files

Any additional classpath files that you want to upload. Use this field if you
want to upload more than one driver file.
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Field Description

Connection
string

The JDBC connection string.

How to use your vault...
To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the query value to identify the secret in your vault.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
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Field Description

b. Enter the required information:

Name Description

Secret
Engine
Type

Select one of the following:

n Key Value
n Database

Engine
Path

The engine path to your vault where the value is stored.

Secret
Path

The secret path to your vault where the value is stored.

Field The name of the field to your vault where the value is
stored.

Note Only available if you selected Key Value
in the Secret Engine Type field.

Role The role specified in the Database engine.

Note Only available if you selected Database
in the Secret Engine Type field.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
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Field Description

b. Enter the required information:

Name Description

Vault Name The name of your Azure Key Vault in your Azure Key
Vault service where the value is stored.

Secret
Name

The name of the secret in your vault where the value is
stored.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the required information:

Name Description

Secret
Name

The name of the secret in your vault where the value is
stored.

Field If the secret stored in your AWS Secrets Manager is a

JSON value, for example{"pass1": "my-

password", "pass2": "my-

password2"}, then you need to specify the Field to

point to the exact JSON value that should be used. For

example,Secret Name: edge-db-

customer; Field: pass.

Note If the secret stored in your AWS Secrets
Manager is a plain string value, for example
my-password, then you do not need to
specify the Field.
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Field Description

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the name of the secret in your vault where the value is stored.

Example

Warning Some connection properties can be added to the URL as
name-value pairs separated by semicolons. However, most
properties in the URL are ignored. Therefore, we recommend you
not to use this mechanism unless we explicitly ask you to. We
recommend you to specify all connection properties in the
Connection properties section.
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Field Description

Property This section contains the connection properties.

How to use your vault...
To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the query value to identify the secret in your vault.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
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Field Description

b. Enter the required information:

Name Description

Secret
Engine
Type

Select one of the following:

n Key Value
n Database

Engine
Path

The engine path to your vault where the value is stored.

Secret
Path

The secret path to your vault where the value is stored.

Field The name of the field to your vault where the value is
stored.

Note Only available if you selected Key Value
in the Secret Engine Type field.

Role The role specified in the Database engine.

Note Only available if you selected Database
in the Secret Engine Type field.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
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Field Description

b. Enter the required information:

Name Description

Vault Name The name of your Azure Key Vault in your Azure Key
Vault service where the value is stored.

Secret
Name

The name of the secret in your vault where the value is
stored.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the required information:

Name Description

Secret
Name

The name of the secret in your vault where the value is
stored.

Field If the secret stored in your AWS Secrets Manager is a

JSON value, for example{"pass1": "my-

password", "pass2": "my-

password2"}, then you need to specify the Field to

point to the exact JSON value that should be used. For

example,Secret Name: edge-db-

customer; Field: pass.

Note If the secret stored in your AWS Secrets
Manager is a plain string value, for example
my-password, then you do not need to
specify the Field.
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Field Description

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the name of the secret in your vault where the value is stored.

Example

5. Click Create.

What's next?
You can now add a capability to ingest or profile a data source.
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Customizing the database name for
database-less data sources
When you create a JDBC connection for a database-less data source, such as Hive,

MongoDB, or Teradata, the default database name is set to CData. When you register the data

source via Edge, CData is listed in the Database drop-down list on the Register a Data Source

dialog box.

You can use the Other connection property and set the value to

CustomizedDefaultCatalogName=<custom database name> to customize the

database name when you connect to your data source. Collibra then uses this customized

database name when you register the data source via Edge. To use this property and value,

you must use a Collibra-provided driver that is newer than version 23.0.8409. For details about

specifying the CustomizedDefaultCatalogName=<custom database name> value in

the Other connection property for each data source, go to Overview of Catalog connectors.

If you customized the database name and want to create technical lineage for the database-

less data sources, ensure that you take the following actions: 

l If you use technical lineage via Edge, add the customized database name in the External

Database Name field when you add the technical lineage capability for the data source.
l If you use the lineage harvester, specify the externalDbName property in the lineage

harvester configuration file.

Important Don't update the database name after you have registered the data source.
If you add or change the CustomizedDefaultCatalogName=<custom database
name> value in the Other connection property after a database was registered, we
treat the database as a new one, and you must register the data source again with the
new database name. Renaming a database while keeping the existing registered assets
is not possible.
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Note If you add the CustomizedDefaultCatalogName=<custom database
name> value in the Other connection property to the JDBC connection after the
database was listed for the first time in the Database drop-down list on the Register a
Data Source dialog box, both the new database name and CData will appear in the
Database drop-down list. Make sure to select the new database name when you
register the data source.

This property is available for the following database-less data sources:

l Amazon DynamoDB
l Apache Cassandra
l Apache HBase
l Apache Hive
l Apache Spark SQL
l Avro
l Azure Cosmos DB
l Azure Table Storage
l CSV
l Elasticsearch
l Excel
l Google Sheets
l Greenplum
l IBM Cloudant
l IBM Db2
l Impala
l JSON
l MarkLogic
l MongoDB
l Parquet
l Salesforce
l SAS Data Sets
l Splunk
l Teradata
l XML

Edit a JDBC connection
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You can edit a JDBC connection, for example if you want to change one of its connection

properties.

If you created a Generic JDBC Connection, you can edit your connection to use a different

authentication method. However, if you initially use the Username/Password JDBC connection

type and want to change to another authentication method, you must create a new connection

by using the Generic JDBC Connection.

You can then register the data source via Edge.

Note If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to
check if your data source is supported.

Prerequisites
l If required, you have created a JDBC connection.
l You have a global role that has the Product Rights > System administration global per-

mission.
l You have a global role that has the Manage connections and capabilities global per-

mission.
l You either created and installed an Edge site or were granted a Collibra Cloud site.

Steps
1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the JDBC Connections section, click the name of a JDBC connection.

» The Edit Connection dialog box appears.

3. At the bottom of the dialog box, click Edit.
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» The fields become editable.

4. Enter the required information.

Field Description

Connection set-
tings

This section contains the settings to connect to your data source.

Name The name of the JDBC connection.

Note We recommend not to use the special character > in the
JDBC connection name. This character is part of the full name of
assets created via Edge. If you use this character, features such as
sampling or classification can be impacted.

Description The description of the JDBC connection. This field is also visible when you
register content.

Vault The vault whose secrets you want to use to fill out fields.

This field is only available if one or more vaults have been configured for your
Edge site.

Connection para-
meters

This section contains general settings to connect to your data source.

Driver class
name

The driver class name of the connection.

Driver jar The JAR file contains the JDBC driver.

Click Upload to upload a JAR file.

Additional
classpath files

Any additional classpath files that you want to upload. Use this field if you
want to upload more than one driver file.
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Field Description

Connection
string

The JDBC connection string.

How to use your vault...
To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the query value to identify the secret in your vault.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.

324



Field Description

b. Enter the required information:

Name Description

Secret
Engine
Type

Select one of the following:

n Key Value
n Database

Engine
Path

The engine path to your vault where the value is stored.

Secret
Path

The secret path to your vault where the value is stored.

Field The name of the field to your vault where the value is
stored.

Note Only available if you selected Key Value
in the Secret Engine Type field.

Role The role specified in the Database engine.

Note Only available if you selected Database
in the Secret Engine Type field.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.

Chapter 6

325



Chapter 6

Field Description

b. Enter the required information:

Name Description

Vault Name The name of your Azure Key Vault in your Azure Key
Vault service where the value is stored.

Secret
Name

The name of the secret in your vault where the value is
stored.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the required information:

Name Description

Secret
Name

The name of the secret in your vault where the value is
stored.

Field If the secret stored in your AWS Secrets Manager is a

JSON value, for example{"pass1": "my-

password", "pass2": "my-

password2"}, then you need to specify the Field to

point to the exact JSON value that should be used. For

example,Secret Name: edge-db-

customer; Field: pass.

Note If the secret stored in your AWS Secrets
Manager is a plain string value, for example
my-password, then you do not need to
specify the Field.
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Field Description

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the name of the secret in your vault where the value is stored.

Example

Warning Some connection properties can be added to the URL as
name-value pairs separated by semicolons. However, most
properties in the URL are ignored. Therefore, we recommend you
not to use this mechanism unless we explicitly ask you to. We
recommend you to specify all connection properties in the
Connection properties section.
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Field Description

Property This section contains the connection properties.

How to use your vault...
To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the query value to identify the secret in your vault.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
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Field Description

b. Enter the required information:

Name Description

Secret
Engine
Type

Select one of the following:

n Key Value
n Database

Engine
Path

The engine path to your vault where the value is stored.

Secret
Path

The secret path to your vault where the value is stored.

Field The name of the field to your vault where the value is
stored.

Note Only available if you selected Key Value
in the Secret Engine Type field.

Role The role specified in the Database engine.

Note Only available if you selected Database
in the Secret Engine Type field.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
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Field Description

b. Enter the required information:

Name Description

Vault Name The name of your Azure Key Vault in your Azure Key
Vault service where the value is stored.

Secret
Name

The name of the secret in your vault where the value is
stored.

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the required information:

Name Description

Secret
Name

The name of the secret in your vault where the value is
stored.

Field If the secret stored in your AWS Secrets Manager is a

JSON value, for example{"pass1": "my-

password", "pass2": "my-

password2"}, then you need to specify the Field to

point to the exact JSON value that should be used. For

example,Secret Name: edge-db-

customer; Field: pass.

Note If the secret stored in your AWS Secrets
Manager is a plain string value, for example
my-password, then you do not need to
specify the Field.
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Field Description

Example

To use your vault, do the following:
a. In the Value Type field, select Vault Key.
b. Enter the name of the secret in your vault where the value is stored.

Example

5. Click Save.

6. If required, you can now test the connection.

a. At the bottom of the page, click Test connection.

» The Connection test dialog box appears.

b. When the test is finished,click OK.

Tip If the connection failed, you can click View Stacktrace to identify the
problem.
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Delete a JDBC connection
You can delete a JDBC connection from an Edge or Collibra Cloud site to a data source if you

no longer need it.

Prerequisites
l You have a global role that has the Product Rights > System administration global per-

mission.
l You have a global role that has the Manage connections and capabilities global per-

mission.
l You either created and installed an Edge site or were granted a Collibra Cloud site.
l You have created a JDBC connection.

Steps
1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the JDBC Connections section, click the name of a JDBC connection.

» The Edit Connection dialog box appears.

3. At the bottom of the dialog box, click Delete.

» The Confirm Deletion dialog box appears.

4. Click Delete.
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Use keys to access a database
It is possible that, to access a database, the JDBC driver requires a private key. In this case, you

have to manually add extra connection properties when you create a JDBC connection.

For example, the Snowflake driver exposes private_key_file and private_key_file-pwd

properties. You can use these connection properties for the connection with Snowflake as

shown in the following image.
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Edge and Collibra Cloud site
capabilities
A capability is an application that runs on an Edge or Collibra Cloud site site to extract and

process data. It delivers the results to Collibra Platform.
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About Edge and Collibra Cloud site
capabilities
A capability, like Sampling or S3 synchronization, is an application that can run on an Edge or

Collibra Cloud site. It can access a data source to extract and process data as needed. This

data can be stored in an encrypted cache to improve the security of your data and platform. A

capability for a specific data source runs as a job and delivers the output to Collibra Platform in

a secure and reliable way.

A capability has a capability template that defines a specific use case, for example, data source

ingestion.

Capability templates
A capability template is developed for a specific task on a specific data source type. The

capability template also determines which properties are available to configure the capability.

Note If there is an integration you want that is not listed below, contact your Account
Executive for more options.

Capability tem-
plate

Description Supported
for Edge
sites?

Supported for Col-
libra Cloud sites?

ADLS syn-
chronization

Used to connect to Azure Data Lake Storage
(ADLS)

Yes Yes

AWS Bedrock
AI

Used to integrate with Amazon Bedrock.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes

AWS
SageMaker AI

Used to integrate with Amazon SageMaker.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes
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Capability tem-
plate

Description Supported
for Edge
sites?

Supported for Col-
libra Cloud sites?

Azure AI
Foundry

Used to integrate with Azure AI Foundry.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes

Azure ML Used to integrate with Microsoft Azure AI.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes

Catalog Data
Classification

Used to classify data from a registered JDBC
data source in the site.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes, but limited.

l Amazon
Redshift (JDBC)

l Athena (JDBC)
l Databricks

(JDBC)
l Databricks Unity

Catalog
l Google

BigQuery
(JDBC)

l Salesforce
(JDBC)

l Snowflake
(JDBC)

l S3 (JDBC)
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Capability tem-
plate

Description Supported
for Edge
sites?

Supported for Col-
libra Cloud sites?

Catalog JDBC
ingestion

Used to register a data source and
synchronize schemas from a data source via a
JDBC connection.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes, but limited.

l Amazon
Redshift (JDBC)

l Athena (JDBC)
l Azure Data Lake

Storage
l Azure Synapse

Analytics
l Databricks Unity

Catalog
l Databricks

(JDBC)
l Google

BigQuery
(JDBC)

l Google Cloud
Storage

l Google Dataplex
l Salesforce

(JDBC)
l SAP Datasphere

Catalog
l SAP HANA

Cloud/Advance
d

l Snowflake
(JDBC)

l S3
l S3 (JDBC)

Catalog JDBC
Sampling

Used to collect and cache sample data from a
data source in the site via a JDBC connection.

Ensure that you meet the additional Catalog
JDBC Sampling hardware requirements, in
addition to the Edge site requirements.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes No

337

ta_add-ingestion-capability.htm
ta_add-ingestion-capability.htm
co_register-data-source-via-edge.htm
to_synchronize-schemas.htm
ta_add-sample-capability.htm
ta_add-sample-capability.htm
ta_configure-sample-data-Edge.htm
co_edge-reqs-samples.htm
co_edge-reqs-samples.htm


Capability tem-
plate

Description Supported
for Edge
sites?

Supported for Col-
libra Cloud sites?

Collibra Protect
for AWS Lake
Formation

Used to set up Protect for AWS Lake
Formation.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes

Collibra Protect
for Databricks

Used to set up Protect for Databricks. This
capability appears only if the following
parameter is added to the JVM configuration

in Collibra Console:-

Dfeature.protect.databricks=t

rue

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes

Collibra Protect
for Google
BigQuery

Used to set up Protect for BigQuery.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes

Collibra Protect
for Snowflake

Used to set up Protect for Snowflake.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes

DQ Pushdown
Capability

Used to run Data Quality & Observability
Pushdown jobs on data sources via Edge.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes, but limited.

l Amazon
Redshift (JDBC)

l Athena (JDBC)
l Databricks

(JDBC)
l Google

BigQuery
(JDBC)

l SAP HANA
Cloud/Advance
d

l Snowflake
(JDBC)
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Capability tem-
plate

Description Supported
for Edge
sites?

Supported for Col-
libra Cloud sites?

GCS syn-
chronization

Used to connect to Google Cloud Storage. Yes Yes

Google Data-
plex Catalog
synchronization

Used to connect to Google Dataplex Catalog.
The way to complete this capability depends
on the Dataplex integration type you want to
use: Dataplex ingestion or Dataplex Catalog
ingestion.

Yes Yes

Google Vertex
AI

Used to integrate Google Vertex AI.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes

JDBC Profiling Used to profile and classify data from a
registered data source.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes, but limited.

l Amazon
Redshift (JDBC)

l Athena (JDBC)
l Databricks

(JDBC)
l Databricks Unity

Catalog
l Google

BigQuery
(JDBC)

l Salesforce
(JDBC)

l Snowflake
(JDBC)

l S3 (JDBC)

MLflow AI Used to integrate MLflow.

This capability can't be added to an Edge site
that uses a MITM proxy.

Yes Yes

SAP AI Core Used to integrate with SAP AI Core. Yes Yes
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Capability tem-
plate

Description Supported
for Edge
sites?

Supported for Col-
libra Cloud sites?

S3 syn-
chronization

Used to connect to Amazon S3. Yes Yes

Databricks
Unity Catalog
synchronization

Used to connect to Databricks Unity Catalog. Yes Yes

Technical
Lineage Admin

Used to run any of the following technical
lineage admin options:

l List sources
l Ignore sources
l Analyze files
l Sync

Yes Yes
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Capability tem-
plate

Description Supported
for Edge
sites?

Supported for Col-
libra Cloud sites?

Technical lin-
eage cap-
abilities

Used to create technical lineage for different
data sources. For details, go to: Add a
technical lineage capability to an Edge site.

Ensure that you meet the additional Technical
Lineage minimum network requirements, in
addition to the Edge site requirements.

Technical Lineage requirements...

Firewall rules so that the lineage harvester
can connect to:
l The host names of all data sources in

your lineage harvesterconfiguration file.

Yes Yes, but limited.

l Amazon
Redshift (JDBC)

l Azure SQL
server

l Databricks Unity
Catalog

l Google
BigQuery
(JDBC)

l Google Dataplex
l Power BI
l SAP HANA

Cloud/Advance
d

l Snowflake
(JDBC)

l Tableau
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Capability tem-
plate

Description Supported
for Edge
sites?

Supported for Col-
libra Cloud sites?

l All Collibra Data Lineage service
instances in your geographic location:

Region DNS name

aws-ca techlin-ca-central-1.col-
libra.com

aws-eu techlin-eu-central-1.col-
libra.com

aws-me techlin-me-central-1.col-
libra.com

aws-sg techlin-ap-southeast-
1.collibra.com

aws-us techlin-us-east-1.col-
libra.com

gcp-au techlin-australia-south-
east1.collibra.com

gcp-ca techlin-northamerica-
northeast1.collibra.com

gcp-eu techlin-europe-west-
1.collibra.com

gcp-sg techlin-asia-south-
east1.collibra.com

gcp-uk techlin-europe-west-
2.collibra.com

gcp-us techlin-us-east-
1.collibra.com

We recommend that you only use DNS
names in your network configurations,
as the IP addresses are subject to
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Capability tem-
plate

Description Supported
for Edge
sites?

Supported for Col-
libra Cloud sites?

change periodically. If you need to use
IP addresses in your network
configuration, we recommend using a
command line utility like nslookup to
query the DNS and obtain the mapping
between domain name and IP address.

Note Edge connects to
different Collibra Data Lineage
service instances based on
your geographic location and
cloud provider. If your location
or cloud provider changes,
Edge rescans all your data
sources. You have to allow all
Collibra Data Lineage service
instances in your geographic
location. In addition, we highly
recommend that you always
allow the techlin-aws-us
instance as a backup, in case
Edge cannot connect to other
Collibra Data Lineage service
instances.

You can use a man-in-the-middle (MITM)
proxy between your Edge site and the Collibra
Data Lineage service instances. For details on
which data sources support the use of proxies,
go to Create a technical lineage via Edge,
select your data source, and see our test
results in the Connect to a proxy server
section.

Important While these capability templates are available for all customers, the features
for which you use them might still be in preview.
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Capability template structure
Each capability template contains the following:

File Description

A manifest file
(YAML)

This file contains the capability metadata and input parameter requirements.

A workflow file
(YAML)

This file defines the workflow and binds the parameters to capability containers.

Docker images One or more Docker images that implement the business logic.

Note Each type of capability has its own required custom properties. These properties
appear after you select a capability template from the dropdown menu.
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About preparing an Edge or Collibra
Cloud site for data sources
After you create an Edge or request a Collibra Cloud site, you can start creating connections

to your data sources. You can then add capabilities that use these connections to get

information from the data sources to Collibra.

Typically, you create a connection for a data source and add capabilities for this connection. It

is important to have a connection set up with the correct information and add the correct

capabilities based on the data source and your needs. Each connection and capability may

have slightly different steps or requirements, so be sure to review the data source specific

information.

For example, you set up a PostgreSQLdata source connection. This is a JDBCconnection. You

want to integrate the metadata in Collibra, profile the data, and get samples. For the connection

to be able to do this, you need to add the Catalog JDBC ingestion capability, JDBC Profiling

capability, and Catalog JDBC Sampling capability for the connection.

JDBC (Java Database Connectivity) integrations allow you to connect directly to your data

source from your Edge or Collibra Cloud site. When you create a JDBC connection, you will

enter your login credentials, which will then be stored for authentication. This means that you

don't need to enter these credentials again for any capability that uses this JDBC connection.

If an integration capability does not connect to a JDBC data source, it has to connect on its

own by using the information provided by Edge or Collibra Cloud site. The connection

information is defined and stored as a Connection instance. The connection properties are

shown on an Edge or Collibra Cloud site's Connections tab.

Steps
See a general overview of the Edge and Collibra Cloud site integration process below:
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1 Create a connection. A connection links your Edge or Collibra Cloud site with your data
source, whether that be a database, file share, or REST service. The
subsequent capability jobs that are run through this connection send
information back to your Collibra Platform.

For more information, go to our list of available Edge and Collibra
Cloud site connections.

2 Create a capability. A capability calls to your data source, and sends the metadata back to
your Collibra Platform. The end results are your assets, schemas,
tables, and so on.

For more information, go to our list of available Edge and Collibra
Cloud site capabilities.

What's next?
Once your Edge or Collibra Cloud site is prepared, you can use the capabilities. In most cases,

you need to first make sure metadata is available in Collibra. The way to do this differs

depending on your data source.

l For JDBC connections:
o When you create a JDBC connection to a data source, you must first register the

data source in your Collibra Platform. This creates a Database asset that you then

need to synchronize. The synchronization process ingests metadata from the data

source into Collibra. This results in assets with information, such as Schema

assets, Tables assets, and so on. Collibra does not include the actual data from the

data source, only the data about the data. This full flow is called register a data

source. For more information, go to About registering a data source.
l For non-JDBC connections:

o When you create any other kind of connection, you only need to synchronize the

data source in your Collibra Platform. The synchronization process ingests

metadata from the data source into Collibra. This results in assets with information,

such as Schema assets, Tables assets, and so on. And creates a structure of the

assets that represents the structure in the data source. For more information

about synchronizing non-JDBC integrations, go to the data source specific doc-

umentation.
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Add a capability to an Edge or Collibra
Cloud site site
After you have created and installed an Edge site or requested a Collibra Cloud site site, you

can add an capability to perform specific tasks on a data source. For example, you can register

a data source by using a JDBC connection that belongs to an capability.

Prerequisites
l You have a global role that has the Product Rights > System administration global per-

mission.
l You have a global role that has the Manage connections and capabilities global per-

mission, for example, Edge integration engineer.
l You either created and installed an Edge site or were granted a Collibra Cloud site.
l You have created a JDBC connection.
l Ensure the max cardinality of the asset attributes is at least 1.

Steps

Tip For more information about all fields in the capability, go to the online version of the
documentation.

Note If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to
check if your data source is supported.

More information
ADLS integration

Catalog Data Classification

Catalog JDBC ingestion

JDBC Profiling
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Catalog JDBC Sampling

S3 synchronization

GCS synchronization

Databricks Unity Catalog integration

DQ Connector

Technical lineage via Edge

Protect for AWS Lake Formation

Protect for BigQuery

Protect for Databricks

Protect for Snowflake

Azure AI Foundry

Microsoft Azure AI

AWS SageMaker AI

AWS Bedrock AI

MLflow AI

SAP AI Core

SAP Datasphere integration

Google Dataplex integration

Google Dataplex Catalog integration
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Edit an Edge or Collibra Cloud site site
capability
You can edit an Edge or Collibra Cloud site site capability, for example to change the custom

properties.

Prerequisites
l You have a global role that has the Product Rights > System administration global per-

mission.
l You have a global role that has the Manage connections and capabilities global per-

mission, for example, Edge integration engineer.
l You either created and installed an Edge site or were granted a Collibra Cloud site.
l You have added a capability to the site.

Steps

Tip For information about the various capabilities, go to the online version of the
documentation.

Note If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to
check if your data source is supported.
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Delete a capability from an Edge or
Collibra Cloud site site
You can remove an capability from an Edge or Collibra Cloud site site if you no longer need it.

Warning If you delete a JDBC Profiling capability and synchronize previously profiled
and classified schemas again, the profiling and classification results are removed.

Prerequisites
l You have a global role that has the Product Rights > System administration global per-

mission.
l You have a global role that has the Manage connections and capabilities global per-

mission, for example, Edge integration engineer.
l You either created and installed an Edge site or were granted a Collibra Cloud site.
l You have added a capability to the site.

Steps
1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the site overview, click the name of a site.

» The site page appears.

2. In the Capabilities section, click the name of a capability.

» The Capability page appears and shows a read-only overview of the capability.

3. Click Delete.

4. Click Delete.

» The capability is deleted from the site.
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Chapter 7

Jobs dashboard
The Edge Jobs dashboard gives you an overview of all jobs that are executed by an Edge site.

When you enable the Edge Jobs feature (in preview) in Collibra Console, the Edge Jobs

dashboard becomes available in the Collibra Platform settings.

Note Only users with the Admin role can enable this feature.

Important This is a preview feature.

On the Edge Jobs dashboard, you find an overview of all jobs that have either been scheduled

or completed in your Edge sites. Each job is a row in the table and contains basic information

such as start and completion date, status, Edge site, capability and so on. You can also open

the log files of a job and cancel a scheduled job from this dashboard.
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View Edge site jobs
You can also view the jobs associated to a specific Edge site by going to the Jobs tab of that

site.

1. Click Sites.

2. Select your site from the list.

3. Click Jobs in the tab menu.

Additional resources
You can also download the output file of a JDBC job from the Job dashboard. You can provide

this file to our support team if a job fails.
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Review an Edge or Collibra Cloud site
site job details
When you run a site capability job, you may need to review key details for reporting or

troubleshooting with support. The following information helps you identify the site jobs:

l Site ID: The identification number of the site that ran the job.
l Job ID: The identification number of the job.

Where do I find the Edge or Collibra Cloud
site Site ID and Job ID?
To retrieve the Site ID:

1. Go to Settings.

2. In the Edge section, click Sites.

3. Click the name of the site.

4. The Site ID is available in the ID field.

Where do I find the Edge or Collibra Cloud
site Job ID?
There are 3 locations where you can find the Job ID:

l The Jobs dashboard on Edge.
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l The Job tab of the site where the capability was run.

l The Synchronization Results page in your Collibra Platform.
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Download job output files
You can download the output file of a commercial JDBC job, which contains logs you can

provide to support if a job has failed. Only completed jobs are available for download.

Prerequisites
l You have Edge View Log permission.
l You have commercial JDBC jobs which have been completed.

Steps
1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the table, click the name of the site whose status is Healthy.

» The site page opens.

2. Click Jobs.

3. Select the checkboxes next to the jobs you want to download the output file for.

4. Click View Output Files.

» The View Output Files window appears.

Tip If you select the checkbox next to a job which has been canceled or has not
been completed, the View Output Files window is empty.
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5. Click to download the job output file.

Your downloaded job output file is now available to review from your local drive.
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Cancel jobs
You can cancel an Edge or Collibra Cloud site site job which is either running or queued to run.

Prerequisites
l You have a global role that has the Manage connections and capabilities global per-

mission.
l You have jobs currently running or queued .

Steps
1. Open a site.

a. On the main toolbar, click→ Settings.

» The Settings page opens.

b. In the tab pane, click Edge.

» The Sites tab opens and shows a table with an overview of your sites.

c. In the table, click the name of the site whose status is Healthy.

» The site page opens.

2. Click Jobs.

3. Select the checkbox next to the job you would like to cancel.

Tip You can select more than one job at a time.
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4. In the action toolbar, click Cancel Job.

» The job is canceled, and the status of this job is CANCELED.
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	 About Edge sitesEdge is a cluster of Linux servers for accessing and processing data close to where it resides. It helps to connect to data sources and process information within your data landscape.Edge enables Collibra Platform to safely connect to your data sources hosted in an on-premise or cloud environment. It processes the data source information on the Edge site and sends the process results to Collibra Platform.Edge ResponsibilitiesThe ownership of responsibility over the various Edge components is shared between you and Collibra. The diagram below illustrates which components you are responsible for and have control over, and those which belong to Collibra.Edge for commercial customers or Collibra Platform for GovernmentEdge for Collibra Platform Self-HostedEdge for commercial customers or Collibra Platform for Government are Collibra solutions that allows your Collibra Platform to safely connect to your data sources hosted in an on-premise or cloud environment.Collibra Platform Self-Hosted (CPSH) is a Collibra solution that allows you to install your Collibra Platform on an infrastructure of your choice. For Edge, this means that you are hosting both your Collibra platform and your Edge site. For more information about CPSH, go to our CPSH documentation.Edge componentsEdge consists of three main components:An Edge configuration page in Collibra Platform to create and install Edge sites.An Edge integration capability repository that resides on the Collibra Platform and contains all capabilities that can run on an Edge site.An Edge site that is installed close to a data source in the customer's environment, whether it's in the cloud or on the customer's premises. The Edge site installer includes the Edge CLI tool which allows you to install sites on managed Kubernetes clusters and manage configurations such as vaults and Shared Storage connections.Integration stepsThe following table shows which steps you have to take to set up Edge.StepDescriptionRequired permissions1Create an Edge site via Collibra Platform Settings.You have a global role with the Manage Edge sites global permission in Collibra Platform.2Install the Edge site close to the data source you want to access.You can only install an Edge site on a Linux system that meets the necessary system requirements.You have a global role with the Install Edge sites global permission in Collibra Platform.3Update the credentials of the Edge site user.You have a global role with the Connect Edge sites to Collibra global permission in Collibra Platform.Edge Command Line Interface (CLI)Edge CLI is only available on Linux for x86_64 architecture.The Edge Command Line Interface (CLI) is a tool that allows you to set up and manage aspects of your Edge site.As of 2024.05, the Edge CLI is included in the Edge site installer, and can be found in the extracted Edge site installer directory. If you need to download or update only the Edge CLI, see the commands in the table below based on where your Edge site is installed.K3SManaged KubernetesHow you can use the Edge CLI commands on k3SThis is not an exhaustive list of commands. If you want to see the full list of commands available via the Edge CLI, run the CLI help command.ActionDefinitionDownload a new Edge CLI You may need to download an Edge CLI because you do not have it available locally yet or you need a newer version of the Edge CLI.If you do not have the Edge CLI available locally, run the following command from wherever your Edge site is installed:# Get the name of the pod from which we will copy edgecli , run: EDGE_CD_POD=$(sudo /usr/local/bin/kubectl get pod -n collibra-edge -l app.kubernetes.io/name=edge-cd -o jsonpath='{.items[0].metadata.name}') # Copy edgecli to provided path sudo /usr/local/bin/kubectl cp --retries=-1 -n collibra-edge ${EDGE_CD_POD}:edgecli /usr/local/bin/edgecli # Make the downloaded binary executablesudo sudo chmod +x /usr/local/bin/edgecliIf you want to update your Edge CLI to the latest version, run the following command from the Edge CLI:                sudo ./edgecli cli upgrade -d <edgecli_dir>Get Edge site diagnosticsUse this command from this command and provide the results to Collibra Support when troubleshooting issues on your Edge site:sudo ./edgecli diagnostics -d <diagfile.tgz>Create an Edge site backupUse this command to create a backup of your Edge site. This is required when you want to reinstall your Edge site.sudo ./edgecli recovery backup --path <backup_path>Update the Edge user credentials in Collibra PlatformUse this command to update the Edge user's username or password in Collibra Platform:sudo ./edgecli config dgc --pass <password> --url <dgc url> --user <username>Restart Edge componentsUse this command if you need to restart an Edge component, but not restart the virtual machine:sudo ./edgecli restartUpdate forward proxy settingsUse this command to update forward proxy settings for your Edge site:sudo ./edgecli config proxy --path <path to proxy config>Pull list of custom certificatesUse this command to pull a list of all custom certificates configured on your Edge site.sudo ./edgecli config ca listAdditional parameters:--namespace: If your Edge site has a custom namespace, you must add this parameter and the namespace name to the command.--raw: Pulls the raw data of the certificates. Without this, only the basic certificate information is returned.You want to see the raw data for all of the custom certificates configured on your Edge site:sudo ./edgecli config ca list --rawYou want to see the custom certificates configured on an Edge site with a specific namespace:sudo ./edgecli config ca list --raw --namespace <my-namespace>Add custom certificates to the Edge site truststoreUse this command to add custom certificates to the Edge truststore after an Edge site has been installed:sudo ./edgecli config ca merge --path certificate.pemAdditional parameter:--namespace: If your Edge site has a custom namespace, you must add this parameter and the namespace name to the command.You want to add a custom certificate to your Edge site truststore:sudo ./edgecli config ca merge --path certs.pemYou want to add the custom certificates that are configured on an Edge site with a specific namespace:sudo ./edgecli config ca merge --path certificate.pem --namespace <my-namespace>Replace all existing custom certificates in the Edge site truststoreUse this command to replace all existing custom certificates in the Edge site truststore:sudo ./edgecli config ca replace --path certificate.pemThis command only replaces custom certificates. System certificates are not impacted by this command.Additional parameter:--namespace: If your Edge site has a custom namespace, you must add this parameter and the namespace name to the command.                          You want to replace all custom certificates that are configured on an Edge site:sudo ./edgecli config ca replace --path certs.pemYou want to replace all custom certificates that are configured on an Edge site with a specific namespace:sudo ./edgecli config ca replace --path certificate.pem --namespace <my-namespace>Setup and use Vaults with your Edge site This feature is available only in the latest UI.Vault commands are dependent on which vault and authentication method you use. Visit the dedicated pages to learn what the Edge CLI commands are to:Add a vault.Edit a vault.Retrieve a vault.Delete a vault.Setup and manage shared files for the Shared Storage connectionThe Shared Storage connection for technical lineage allows you to access data source files from a shared folder.To setup and manage the folder and files used for the Shared Storage connection, use the following commands in the Edge CLI:Upload a shared folder which contains multiple data source files:                                sudo ./edgecli objects folder-upload--source <source-string>--target <target-string>--ttlSeconds <time>KeyDefinition<source-string>The data source file you want to upload for your Shared Storage connection.<target-string>The folder in your Edge site where you want to store the shared folder and files.This folder does not have to already exist in your Edge site. If it does not, a folder with the name entered here will be created in your Edge site, containing the folder and files you have uploaded.<time> (optional)The number of seconds that the uploaded files will be available before being evicted, the default is 15552000 seconds (180 days).Upload a single shared data source file:sudo ./edgecli objects file-upload --source <source-string>--target <target-string>--key <key-string>--ttlSeconds <time>KeyDefinition<source-string>The data source file you want to upload for your Shared Storage connection.<target-string>The folder in your Edge site where you want to store the shared file.This folder does not have to already exist in your Edge site. If it does not, a folder with the name entered here will be created in your Edge site, containing the file you have uploaded.<key-string> (optional)The path of a specific file within a folder or nested within multiple folders. For example, you only want to upload the myFile.txt file, which is in the myFolders folder.If you do not specify this property, it will default to the file name.<time> (optional)The number of seconds that the uploaded file will be available before being evicted, the default is 15552000 seconds (180 days).Upload multiple folders to their own shared folder:sudo ./edgecli objects multi-folder-upload--parallelism <parallel-uploads>--source <source-string>--ttlSeconds <time>KeyDefinition<parallel-uploads> (optional)The number of files that are uploaded at the same time. For example, you want to upload 30 files that are in 3 folders and set the parallelism property to 10. Your files are uploaded to the shared storage connection 10 files at a time until all 30 files have been uploaded.<source-string>The data source folders you want to upload to your Shared Storage connection.<time> (optional)The number of seconds that the uploaded file will be available before being evicted, the default is 15552000 seconds (180 days).Update or add a new file to an existing folder in Edge:                                      sudo ./edgecli objects file-upload --source <source-string>--target <target-string> \--key <key-string> \KeyDefinition<source-string>The data source file you want to upload to replace an existing file or add to an existing folder in your Shared Storage connection.<target-string>The folder in your Edge site where you want to store the shared file.<key-string> (optional)The path of a specific file within a folder or nested within multiple folders. For example, you only want to upload the myFile.txt file, which is in the myFolders folder.If you do not specify this property, it will default to the file name.Pull a list of all folders and files that have been uploaded to your Edge site:sudo ./edgecli objects folder-listDelete a shared folder or file from your Edge site:sudo ./edgecli objects folder-delete--target <target-string>KeyDefinition<target-string>The name of the Edge shared folder you want to delete from your Edge site.Access helpIf you need help when using the Edge CLI tool, you can run the help command to:View a full list of supported Edge CLI commands:sudo ./edgecli -hView the specific parameters and usage of a specific Edge CLI command. For example, running the following command will return help information for the delete shared folder command for the Shared Storage connection:                sudo ./edgecli objects folder-delete -h Deletes shared folder that was uploaded, if it exists Usage: edgecli objects folder-delete [flags] Flags:   --target string  The folder name specified in edge (DGC) Global Flags: -h, --help How to use Edge CLI commands on a Managed Kubernetes clusterThis is not an exhaustive list of commands. If you want to see the full list of commands available via the Edge CLI, run the CLI help command.ActionsDefinitionsInstall an Edge siteYou can install your Edge site on a managed Kubernetes cluster by following the steps outlined in Install an Edge site, in addition to running one of the following commands:You can install your Edge site with either terminal logging or terminal and file logging. Both options log the output of your Edge site installation. Terminal logging only saves the output to the Edge terminal.Terminal and file logging saves the output both to the terminal and a separate file. This file will be saved in the current directory with the naming format: edge-installer-$(date +%Y-%m-%d_%H-%M-%S).log./edgecli installAdd additional flags to the install command as needed. For example, if you have a custom namespace or want to use a private docker registry:                    FlagDescription-n <my-namespace>If you created a custom namespace, add -n <my-namespace> to the command. For example: ./edgecli install -n <my-namespace>--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --is-openshiftIf you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the installation command to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:--registry-host edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the installation script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following --set flags, to the installation script:--set global.priorityClassName.platform=<priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--set global.priorityClassName.application=<priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--set global.priorityClassName.job=<priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--set global.priorityClassName.platform=critical-priority --set global.priorityClassName.application=high-priority --set global.priorityClassName.job=low-priority./edgecli install --registry-url https://private-docker.registry.com --registry-user user1 --registry-pass pass12./edgecli install 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logAdd additional flags to the install command as needed. For example, if you have a custom namespace or want to use a private docker registry:                    FlagDescription-n <my-namespace>If you created a custom namespace, add -n <my-namespace> to the command. For example: ./edgecli install -n <my-namespace>--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --is-openshiftIf you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the installation command to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:--registry-host edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the installation script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following --set flags, to the installation script:--set global.priorityClassName.platform=<priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--set global.priorityClassName.application=<priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--set global.priorityClassName.job=<priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--set global.priorityClassName.platform=critical-priority --set global.priorityClassName.application=high-priority --set global.priorityClassName.job=low-priority./edgecli install --registry-url https://private-docker.registry.com --registry-user user1 --registry-pass pass12 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logUninstall an Edge siteIf you have installed your Edge site using the Edge CLI method, you can uninstall your Edge site by using one of the following commands:With terminal logging ./edgecli uninstallWith terminal and file logging:./edgecli uninstall 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logIf your Edge site was installed using the old method, and not the Edge CLI method, use the uninstall command via the Edge tool.If your Edge site is installed via the Edge CLI method and it has a custom namespace, you must add -n <my-namespace> to the command.Download a new Edge CLI You may need to download an Edge CLI because you do not have it available locally yet or you need a newer version of the Edge CLI.If you do not have the Edge CLI available locally, run the following command from a Linux machine that has access to the Kubernetes cluster where your Edge site is installed:# Get the name of the pod from which we will copy edgecli , run: EDGE_CD_POD=$(kubectl get pod -n collibra-edge -l app.kubernetes.io/name=edge-cd -o jsonpath='{.items[0].metadata.name}') # Copy edgecli to provided path sudo /usr/local/bin/kubectl cp --retries=-1 -n collibra-edge ${EDGE_CD_POD}:edgecli /usr/local/bin/edgecli # Make the downloaded binary executablesudo chmod +x <PATH_TO_EXISTING EDGECLI>/edgecliIf you want to update your Edge CLI to the latest version, run the following command from the Edge CLI:                ./edgecli cli upgrade -n <my-namespace> -d <edgecli_dir>If your Edge site is installed on a dedicated cluster via the Edge CLI method and it does not have a custom namespace, you can remove -n <my-namespace> from the commands.Get Edge site diagnosticsUse this command from this command and provide the results to Collibra Support when troubleshooting issues on your Edge site:./edgecli diagnostics -n <my-namespace> -d <diagfile.tgz>If your Edge site is installed on a dedicated cluster via the Edge CLI method and it does not have a custom namespace, you can remove -n <my-namespace> from the command.Create an Edge site backupUse this command to create a backup of your Edge site. This is required when you want to reinstall your Edge site../edgecli recovery backup --path <backup_path>Update the Edge user credentials in Collibra PlatformUse this command to update the Edge user's username or password in Collibra Platform:./edgecli config dgc -n <my-namespace> --pass <password> --url <dgc url> --user <username>If your Edge site is installed on a dedicated cluster via the Edge CLI method and it does not have a custom namespace, you can remove -n <my-namespace> from the command.Restart Edge componentsUse this command if you need to restart an Edge component, but not restart the virtual machine:./edgecli restartUpdate forward proxy settingsUse this command to update forward proxy settings for your Edge site:./edgecli config proxy --path <path to proxy config>Pull list of custom certificatesUse this command to pull a list of all custom certificates configured on your Edge site../edgecli config ca listAdditional parameters:--namespace: If your Edge site has a custom namespace, you must add this parameter and the namespace name to the command.--raw: Pull the raw data of the certificates. Without this, only the basic certificate information is returned.You want to see the raw data for all of the custom certificates configured on your Edge site:./edgecli config ca list --rawYou want to see the custom certificates configured on an Edge site with a specific namespace:./edgecli config ca list --namespace <my-namespace> --rawAdd custom certificates to the Edge site truststoreUse this command to add custom certificates to the Edge truststore after an Edge site has been installed:./edgecli config ca merge --path certificate.pemAdditional parameter:--namespace: If your Edge site has a custom namespace, you must add this parameter and the namespace name to the command.You want to add a custom certificate to your Edge site truststore:./edgecli config ca merge --path certs.pemYou want to add the custom certificates that are configured on an Edge site with a specific namespace:./edgecli config ca merge --namespace <my-namespace> --path certificate.pemReplace all existing custom certificates in the Edge site truststoreUse this command to replace all existing custom certificates in the Edge site truststore:./edgecli config ca replace --path certificate.pemThis command only replaces custom certificates. System certificates are not impacted by this command.Additional parameter:--namespace: If your Edge site has a custom namespace, you must add this parameter and the namespace name to the command.                          You want to replace all custom certificates that are configured on an Edge site:./edgecli config ca replace --path certs.pemYou want to replace all custom certificates that are configured on an Edge site with a specific namespace:./edgecli config ca replace --namespace <my-namespace> --path certificate.pemSetup and use Vaults with your Edge site This feature is available only in the latest UI.Vault commands are dependent on which vault and authentication method you use. Visit the dedicated pages to learn what the Edge CLI commands are to:Add a vault .Edit a vault.Retrieve a vault.Delete a vault.Setup and manage shared files for the Shared Storage connectionThe Shared Storage connection for technical lineage allows you to access data source files from a shared folder.To setup and manage the folder and files used for the Shared Storage connection, use the following commands in the Edge CLI:Upload a shared folder which contains multiple data source files:./edgecli objects folder-upload--source <source-string>--target <target-string>--ttlSeconds <time>KeyDefinition<source-string>The data source file you want to upload for your Shared Storage connection.<target-string>The folder in your Edge site where you want to store the shared folder and files.This folder does not have to already exist in your Edge site. If it does not, a folder with the name entered here will be created in your Edge site, containing the folder and files you have uploaded.<time> (optional)The number of seconds that the uploaded files will be available before being evicted, the default is 15552000 seconds (180 days).Upload a single shared data source file:./edgecli objects file-upload --source <source-string>--target <target-string>--key <key-string>--ttlSeconds <time>KeyDefinition<source-string>The data source file you want to upload for your Shared Storage connection.<target-string>The folder in your Edge site where you want to store the shared file.This folder does not have to already exist in your Edge site. If it does not, a folder with the name entered here will be created in your Edge site, containing the file you have uploaded.<key-string> (optional)The path of a specific file within a folder or nested within multiple folders. For example, you only want to upload the myFile.txt file, which is in the myFolders folder.If you do not specify this property, it will default to the file name.<time> (optional)The number of seconds that the uploaded file will be available before being evicted, the default is 15552000 seconds (180 days).Upload multiple folders to their own shared folder:./edgecli objects multi-folder-upload--parallelism <parallel-uploads>--source <source-string>--ttlSeconds <time>KeyDefinition<parallel-uploads> (optional)The number of files that are uploaded at the same time. For example, you want to upload 30 files that are in 3 folders and set the parallelism property to 10. Your files are uploaded to the shared storage connection 10 files at a time until all 30 files have been uploaded.<source-string>The data source folders you want to upload to your Shared Storage connection.<time> (optional)The number of seconds that the uploaded file will be available before being evicted, the default is 15552000 seconds (180 days).Update or add a new file to an existing folder in Edge:                                      ./edgecli objects file-upload --source <source-string>--target <target-string> \--key <key-string> \KeyDefinition<source-string>The data source file you want to upload to replace an existing file or add to an existing folder in your Shared Storage connection.<target-string>The folder in your Edge site where you want to store the shared file.<key-string> (optional)The path of a specific file within a folder or nested within multiple folders. For example, you only want to upload the myFile.txt file, which is in the myFolders folder.If you do not specify this property, it will default to the file name.Pull a list of all folders and files that have been uploaded to your Edge site:./edgecli objects folder-listDelete a shared folder or file from your Edge site:./edgecli objects folder-delete--target <target-string>KeyDefinition<target-string>The name of the Edge shared folder you want to delete from your Edge site.Access helpIf you need help when using the Edge CLI tool, you can run the help command to:View a full list of supported Edge CLI commands:./edgecli -hView the specific parameters and usage of a specific Edge CLI command. For example, running the following command will return help information for the delete shared folder command for the Shared Storage connection:                ./edgecli objects folder-delete -h Deletes shared folder that was uploaded, if it exists Usage: edgecli objects folder-delete [flags] Flags:   --target string  The folder name specified in edge (DGC) Global Flags: -h, --help
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	 Edge security Edge is built with security first approach. All communication channels are secured by TLS 1.3 and all endpoints outside Edge are accessible only via authentication. Edge does not send or store any customer data, its purpose is to host capabilities that process the data in its own environment and to send only processing results to Collibra Platform. If you have any questions about data privacy and what information is sent via third part components, such as Datadog, please reach out to your Collibra representative.Communication between Edge and CollibraEdge operates over an outbound-only model — it executes tasks as commands polled from your Collibra platform. All data is encrypted in transit between your Edge site and the Collibra Platform via certificates issued by a Collibra-chosen Certificate Authority (CA) over TLS 1.3 and basic authentication. However, if there is a forward proxy server between the Edge site and Collibra, you have to use the proxy server's CA. A user account is generated for communicating to Collibra each time the Edge site installer is downloaded. This user account is unique to each Edge site. It is possible to change the password of this user account by following the steps outlined in our Update Edge user password article.Edge for commercial customers Edge for Collibra Platform for GovernmentEdge for Collibra Platform Self-HostedEdge for commercial customers is a Collibra solutions that allows your Collibra Platform to safely connect to your data sources hosted in an on-premise or cloud environment.Edge for Collibra Platform for Government  is a Collibra solutions that allows your Collibra Platform to safely connect to your data sources hosted in an on-premise or cloud environment.Collibra Platform Self-Hosted (CPSH) is a Collibra solution that allows you to install your Collibra Platform on an infrastructure of your choice. For Edge, this means that you are hosting both your Collibra platform and your Edge site. For more information about CPSH, go to our CPSH documentation.Edge sites always use REST API endpoints to establish connections.Edge requires access to a Collibra server. It is needed for:Reading a request queue, which is a queue with jobs that need to be run on Edge.Returning the metadata results of Edge jobs.Edge manages Collibra Platform and data source credentials. This has the following consequences:Credentials are not accessible outside of Edge.Credentials used on an Edge site are encrypted with a key that is secured in Collibra.Credentials of data sources and Collibra can be updated if necessary.All configuration parameters, files or strings marked as secret, are stored on the Edge site encrypted with a public key that resides in Collibra. The private part of that key is encrypted with a public key from the Edge site. As a result, secrets can only be decrypted with both key pairs, one residing on the Edge site and the other on Collibra.An Edge site communicates over a secure channel with your Collibra environment using certificates, issued by a Collibra-chosen Certificate Authority (CA). However, if there is a forward proxy server between the Edge site and Collibra, you have to use the proxy server's CA.Communication between Edge and other servicesEdge communicates with other servers, such as JFrog, for maintenance purposes. Edge for commercial customers Edge for Collibra Platform for GovernmentEdge for Collibra Platform Self-HostedEdge for commercial customers is a Collibra solution that allows your Collibra Platform to safely connect to your data sources hosted in an on-premise or cloud environment.The diagram below shows how your Edge site installed on your virtual machine connects with your Collibra Commercial platform and third-party servers.Edge for Collibra Platform for Government is a Collibra solution that allows your Collibra Platform to safely connect to your data sources hosted in an on-premise or cloud environment.The diagram below shows how your Edge site installed on your virtual machine connects with your Collibra Platform for Government platform and third-party servers.Collibra Platform Self-Hosted (CPSH) is a Collibra solution that allows you to install your Collibra Platform on an infrastructure of your choice. For Edge, this means that you are hosting both your Collibra platform and your Edge site. For more information about CPSH, go to our CPSH documentation.The diagram below shows how your Edge site and Collibra platform installed on your virtual machine connects with third-party servers.Edge requires access to the following servers:ServerCommunicationAuthenticationJFrogThis is needed in order to download Helm Charts and Docker Images that are running on Edge.API Key Pair over HTTPS.OpenTelemetry BackboneThis is needed in order to upload various Edge related metrics.HTTPS.DataDogThis is needed in order to upload logs from all Edge components: Core edge componentsEdge capabilities , for example, ingestion, profiling, lineage, classification, quality.API Key Pair over HTTPS.Authentication to data sourcesEdge connections and capabilities use different ways to connect to data sources The required level of privileges or security greatly depends on the data source type and supported Catalog Connectors.Collibra regularly adds and certifies Catalog connectors. To understand the authentication methods and the level of security, consult the Catalog connector documentation.Security scanningBefore Collibra composes an Edge installation package, Snyk scans all images consumed by Edge for all planned weekly releases to identify and mitigate vulnerabilities. Additional daily scans on repositories are also performed as well as a quarterly 3rd party penetration test to ensure that Edge remains secure.You can also run your own security scans. We recommend that you run the following command for Edge sites installed on k3s to remove old containers and images from an Edge host before running your own scans:sudo /usr/local/bin/k3s crictl rmi --pruneThis prune command is a native docker command to clean unused docker objects such as images, containers, volumes and networks. Running this command will avoid false positive vulnerabilities when performing scans as Kubernetes, which is responsible for the garbage control of old Edge images and containers, is not guaranteed to have cleaned up the files before the scan is run. For more information about security scanning, go to Collibra's vulnerability and scanning policy.What's next?Pull images from the Collibra Edge docker registry with each new version to perform security scans and audits.How to pull Collibra Edge docker imagesYou can pull docker images used by Edge to perform security scans and audits. With this process, you use docker CLI to authenticate to the Collibra Edge docker registry in order to get a list of images used by each Edge site version.This method of pulling images is only supported for security scanning of supported Edge versions, and not for new installations of an Edge site. If you want to use a private docker registry for new Edge site installations, use the method outlined in the Configure a private docker registry documentation. For more information on which versions of Edge are supported with the latest release, go to our Compatibility matrix.StepsAuthenticate with Collibra Edge docker registry. In your Edge site installer, find the registries.yaml file, which contains credentials to download an installer.Run the following command with the username and password from the registries.yaml file: docker login edge-docker-delivery.repository.collibra.io -u username -p <password> Docker credentials are read-only Define the version of Edge you want to scan.We recommend using the latest Edge site version.    On the main toolbar, click   →   Settings.The Settings page opens.    Click Edge.The Edge sites overview opens.Above the table, to the right, click Create Edge site.The Create Edge site wizard starts.Select Manual as the Upgrade Mode.Copy the Edge site version you want to use. The latest version should be preselected. Obtain a list of images that need to be mirrored. Parameter key: dip_user: The username you use to log into Collibra Platform. dip_pass: The password you use to log into Collibra. dip_url: The Collibra URL. edge_version: The version of Edge you want to upgrade to found in step 2. For example, <2023.11>. Use the CURL command to get the list of images.You must install the jq command to use the CURL command.curl -u <dip_user> -p <dgc_pass> <dip_url>/edge/api/rest/v2/releaseinfo/<edge_version> | \jq '.images[].image' -rIf you use SSO, instead of username and password, you need to open /resources/manifests/sc-dgc-secret.yaml to obtain the username and password listed in the file. Enter the username for <dic_user> and enter the password for <dgc_pass>.Pull the images. Perform the following command for each image mentioned in the list obtained in step 3.docker pull <image>docker pull edge-docker-delivery.repository.collibra.io/capabilities/edgeharvester:1.5.0Storing connection credentialsYou can manage your data source secrets and credentials by using Vaults.Connections and capabilities credentials are stored solely on the Edge site. While at rest, credentials use envelope encryption where the credentials are encrypted by a key, which on its turn is encrypted by another key. The Edge native encryption mechanism is based on two RSA key pairs. They are stored in the following places:KeysDIC serverEdge server PurposeWhen is it generated?Where is it stored?Red public keyYesNoUsed to encrypt connection credentials.After the Edge site is successfully installed.In the Collibra Cloud.Red private keyYes (encrypted using public blue key)NoUsed to decrypt connection credentials.After the Edge site is successfully installed.Encrypted by the Blue public key in the Collibra Cloud Blue public keyYesYesUsed to encrypt red private keys.During the installation or re-installation of the Edge site is Encrypted on the Edge site.Blue private keyNoYesUsed to decrypt red private key.During the installation or re-installation of the Edge site is Encrypted on the Edge site.The blue key pair is stored as a Kubernetes credential on the Edge server so it undergoes a native K3S encryption as described here.An Edge site owns the blue key pair, with the blue private key stored on Edge. Similar to that, Collibra Platform owns the red key pair. Every credential on Edge is encrypted with the red public key, which is sent to the Edge site for each capability execution, encrypted with the blue public key. Once on the Edge site, Edge be decrypted with the red private key, and credentials that are needed to execute a connection or a capability are decrypted and injected into the capability container. Inside the k8s cluster, all other credentials, for example data source credentials and datadog credentials, are stored encrypted at rest. Customer CredentialsYou can manage your data source secrets and credentials by using Vaults.Credentials storage All sensitive data is stored on Edge and encrypted by the native k3s mechanism. Additionally, all user entered credentials are encrypted using the native Edge encryption mechanism.Secret encryptionIn the case of Virtual Machine or Bare Metal installations (k3a based), all secrets are encrypted using the native Kubernetes mechanism. The whole state of the cluster, including secrets and ConfigMap, are subject to encryption. The encryption algorithm that is used is AES 128 in CBC mode and PKCS#7 padding, which can be checked by running the following command: sudo /usr/local/bin/k3s secrets-encrypt statusAdditionally, if you don't use vaults, k3s and k8s add another level of encryption using AES 256 to any data that is at rest and not currently communicating from one node to another. For more information, go to the Kubernetes documentation Encrypting Confidential Data at Rest.The entire database is stored in the /var/lib/rancher/k3s/server/db/state.db file which contains the SQLite data.Credential encryptionEvery value that is marked as To be encrypted by Edge management is additionally encrypted by the Edge site specific red public key. The algorithm for encryption is summarized below:User enters sensitive text either via Web UI or REST API.The text is placed in a command queue for your Edge site to execute, as it does for other commands such as run job or cancel job. The text is picked up by the Edge site's polling mechanism for execution, which in this case, stores the Edge site credentials as a Kubernetes secret.The Edge management module retrieves the red public key for the specific site.A new AES 128 symmetric key (encryption key) is generated. The encryption key is used to encrypt the sensitive text.The encryption key itself is encrypted using the red public key.The encrypted encryption key and encrypted text are concatenated and encoded using Base64 encoding to form the Edgesecret.The Edge secret is then sent directly to the Edge site, where it is stored as a Kubernetes secret.In short the algorithms used are:RSA 2048 in EBC mode and PKCS#1 paddingAES 128 in EBC mode and PKCS#7 paddingCredentials transferWhen the Collibra server (Edge management module) has encrypted the credentials, they are sent to the Edge site using the HTTP TLS 1.3 protocol.Collibra platform credentialsApart from the credentials that users need to enter in order to connect to the data sources, there are also credentials which are needed to access the Collibra server itself. These credentials include:Collibraserver credentials (username and password, stored in dgc-secret Secret)You can rotate these credentials by using the script: edge update-dgc-credDataDog API key (stored in datadog-secret Secret)Rotation is currently not possible. You have to reinstall Edge.JFrog credentials (stored in collibra-edge-repo-creds Secret)Rotation is currently not possible. You have to reinstall Edge.For K3S based installations, the JFrog credentials are also stored in file: /etc/rancher/k3s/registries.yaml This file is unencrypted, but it is only accessible by a root user.    Data samples in EdgeBy default, Edge by design, doesn’t store any samples. To view sample data for data sources registered via Edge, you can activate a sampling capability. For all details, see Sample data.Edge capabilities such as Profiling and Classification use data in memory, after which the data is discarded. Edge CacheAny metadata, logs or metrics stored in the Edge cache are encrypted by default to improve the security of your data and the platform. Additionally, Edge purges the oldest data from the cache every 24 hours or when the cache reaches 1 GB of data, whichever occurs first. You are not required to make any changes to this security policy, and there is no impact on the functionality of your Edge sites.Edge service repositoryTo keep Edge synchronized with your Collibra Platform version, we deploy core Collibra services and business capabilities in the Collibra repository of your environment. An Edge site uses token-based authentication with read privileges to download services for each release. The authentication and endpoint to access the Collibra repository are stored in the registries.yaml file as part of the Edge site installer. You can edit registries.yaml and access the registry independently, and download images for Edge to scan them. For more information about security scanning, go to Collibra's vulnerability and scanning policy.Monitoring and loggingWe monitor and log all interaction between an Edge site and Collibra Platform, as well as the Edge site infrastructure health. All logs are kept in the Collibra Datadog account. We don’t send Catalog connector logs to your environment. These Catalog connector logs are by default turned off. If they are enabled, they are kept on the Edge site itself. If you are troubleshooting an issue, you have to extract these logs as soon as possible after the completion or failure of the capability, as these files will be removed after a day, and send them to Collibra Support via a support ticket. Additional informationFor more information, go to the following resources:Edge loggingCreate Metadata connector log fileHost hardening on K3S-based integrationEach time you start K3S, a KUBECONFIG file is created. This file contains the credentials to access the K3S cluster as an administrator. The KUBECONFIG file is created by default under /etc/rancher/k3s/k3s.yaml. For security reasons, we recommend host hardening by making the KUBECONFIG file inaccessible for other users. As long as the host hardening is applied to Edge, you cannot connect to the K3S cluster using kubectl or the Edge tools.In this article, you will learn how to enable and disable the host hardening.Prerequisites Edge needs to be installed.You must install iptables-services package and enable iptables.yum install iptables-servicesYou need root privileges on the server that hosts the Edge site.Enable host hardeningSign into the server that hosts your Edge site with root privileges.Open the file /etc/systemd/system/k3s.service.env for editing.Add the following lines to the k3s.service.env file:K3S_KUBECONFIG_OUTPUT=/dev/null.K3S_KUBECONFIG_MODE=666If there are other lines, setting other environment variables do not remove them.Restart the K3S service: systemctl restart k3sCheck if the KUBECONFIG file is empty: cat /etc/rancher/k3s/k3s.yamlK3S is actually making /etc/rancher/k3s/k3s.yaml a symlink to /dev/null.To further increase the security of your server, you can prevent connections to K3S from other sources than localhost.Limit the access to the following ports other than localhost:ProtocolPortDescriptionTCP6443Kubernetes API ServerTCP10250Kubelet metricsThe following configuration file prevents access to the ports mentioned in the table and, with iptables, provides persistence in the event of Edge upgrades and reboots. Please check with your security team for compliance and for the tools used to filter the traffic before applying these commands.*filter :INPUT ACCEPT [0:0] :edge hardening - [0:0] -A INPUT -j edge hardening -A edge hardening -m state --state RELATED,ESTABLISHED -j ACCEPT -A edge hardening -p tcp -m state --state NEW -m tcp --dport 22 -j ACCEPT -A edge hardening -j ACCEPT -i lo -p tcp -m multiport --dports 6443,10250 -A edge hardening -j ACCEPT -i cni0 -p tcp -m multiport --dports 6443,10250 -A edge hardening -j DROP -p tcp -m multiport --dports 6443,10250 COMMITDisable host hardeningSign into the server that hosts your Edge site with root privileges.Open the file /etc/systemd/system/k3s.service.env for editing.Remove the following lines from the k3s.service.env file:K3S_KUBECONFIG_OUTPUT=/dev/null.K3S_KUBECONFIG_MODE=666Restart the K3S service:        systemctl restart k3sCheck if the KUBECONFIG file is empty:        cat /etc/rancher/k3s/k3s.yamlComment out any undesired restrictions in iptables.Restart iptables.About private registries with EdgeA private container image registry allows you to use your own infrastructure to perform security scans and audit container images consumed by your Edge site. Before you configure a private container registry, keep the following in mind:Switching to a private container image registry is only possible during installation. If you want to add a private container image registry for an existing Edge site, you need to reinstall your Edge site with your registry.All Edge site container images must live in the same registry.When copying images to your private container image registry, make sure only the domain name is updated when tagging the new images.Custom Helm registries are not supported.Other forms of security scanning, such as penetration tests, can be performed either independently or as a part of the security flow that includes a private container image registry.Security scan reports are only accepted for supported Edge versions. This is because security fixes are not applied to old, out-dated versions of Edge. For example, from November 19, 2023 to February 24, 2024, security scans are only accepted for Edge version 2023.11 and subsequent weekly updates (2023.11.x). For information on which Edge versions are supported with the latest release, go to the Compatibility between Edge and Collibra Data Intelligence Cloud. Supported private container image registriesAmazon Elastic Container RegistryAzure Container RegistryGoogle Container RegistryJFrogNexusThe above list shows the tested and supported private container image registries. If your private container image registry is not listed but uses user/pass authentication, you can attempt to install your Edge site with your registry. However, Collibra Support can't provide assistance for untested registries.Configure an Edge site with an Amazon Elastic Container RegistryThis topic explores how to configure your Edge site with an Amazon Elastic Container Registry with IAM Role based authentication for EKS. This registry is only supported for Edge sites installed on the following Amazon managed Kubernetes clusters:EKSAWS Fargate using EKSTo install your Edge site on an Amazon managed Kubernetes cluster with an Amazon Elastic Container Registry using an IAM Role based authentication for EKS method, add the following flag to the installation command:--registry-url <url_for_registry>./edgecli install --registry-url 812518457384.dkr.ecr.eu-west-1.amazonaws.comFor more more information, go to Amazon's ECR Images with Amazon EKS documentation.Configure an Edge site with an Azure Container RegistryThis topic explores how to configure your Edge site with a private Azure Container Registry. We support the following Azure Container Registry authentication methods:Access tokenIAM based authentication for AKS This method is only available for Edge sites installed on an Azure managed Kubernetes cluster.Service Principal ID with associated secretK3sManaged KubernetesAccess tokenTo install your Edge site on k3s with an Azure Container Registry using the Access token authentication method, add the following flags to the installation command:-r registries.yaml --registry-url <url_for_registry> --registry-user <token_name> --registry-pass <token_password>sudo sh install-master.sh properties.yaml -r registries.yaml --registry-url edge.azurecr.io --registry-user azureEdge --registry-pass azureEdge12For more information, go to the Azure Container Registry access token documentation.Service Principal ID with associated secretTo install your Edge site on k3s with an Azure Container Registry using the Service Principal ID with associated secret authentication method: Make sure the service principal has pull permissions from the Azure Container Registry.Add the following flags to the installation command:-r registries.yaml --registry-url <url_for_registry> --registry-user <service_principal_id> --registry-pass <service_principal_secret>sudo sh install-master.sh properties.yaml -r registries.yaml --registry-url edge.azurecr.io --registry-user azureEdge --registry-pass azureEdge12Access tokenTo install your Edge site on managed Kubernetes cluster with an Azure Container Registry using the Access authentication method, add the following flags to the installation command:--registry-url <url_for_registry> --registry-user <token_name> --registry-pass <token_password>./edgecli install --registry-url edge.azurecr.io --registry-user azureEdge --registry-pass azureEdge12For more information, go to the Azure Container Registry access token documentation.Service Principal ID with associated secretTo install your Edge site a managed Kubernetes cluster with an Azure Container Registry using the Service Principal ID with associated secret authentication method: Make sure the service principal has pull permissions from the Azure Container Registry.Add the following flags to the installation command:-r registries.yaml --registry-url <url_for_registry> --registry-user <service_principal_id> --registry-pass <service_principal_secret>./edgecli install --registry-url edge.azurecr.io --registry-user azureEdge --registry-pass azureEdge12Azure IAM based authentication for AKSAzure Container Registries that use the Azure IAM based authentication for AKS authentication method are only supported for Edge sites installed on an Azure managed Kubernetes cluster. To install your Edge site on a Azure managed Kubernetes cluster with an Azure Container Registry using the Azure IAM based authentication for AKS authentication method, add the following flag to the installation command:--registry-url <url_for_registry>./edgecli install --registry-url edge.azurecr.ioFor more information about Amazon's IAM role based authentication, go to the Azure Container Registry documentation.Configure an Edge site with a Google Artifact RegistryThis topic explores how to configure an Edge site with Google Artifact Registry. We support the following Google Artifact Registry authentication methods:Service Account KeyWorkload Identity Federation for GKEThis method is only available for Edge sites installed on a GKE managed Kubernetes cluster.K3sManaged KubernetesService Account KeyTo install your Edge site on k3s with a Google Artifact Registry using the Service Account Key authentication method, add the following flags to the installation command:-r registries.yaml --registry-url <url_for_registry> --registry-user _json_key --registry-pass <path_to_json_key_file>sudo sh install-master.sh properties.yaml -r registries.yaml --registry-url https://europe-west1-docker.pkg.dev/path/to/registry --registry-user _json_key --registry-pass /path/to/json_key_file.jsonFor more information, go to the Google Artifact Registry service account documentation.Service Account KeyTo install your Edge site on managed Kubernetes cluster with a Google Artifact Registry using the Service Account Key authentication method, add the following flags to the installation command:--registry-url <url_for_registry> --registry-user _json_key # as a single lined version of what’s in the json_key json file wrapped in single quotes OR you can simply pass the path to the json_key json file --registry-pass <path_to_json_key_file> OR <json_key_in_format_above>./edgecli install --registry-url https://europe-west1-docker.pkg.dev/path/to/registry --registry-user _json_key --registry-pass /path/to/json_key_file.jsonFor more information, go to the Google Artifact Registry service account documentation.Workload Identity Federation for GKEGoogle Artifact Registries that use the Workload Identity Federation for GKE authentication method are only supported for Edge sites installed on a GKE managed Kubernetes cluster. We recommend using a service account with GAR access on the GKE node level, however, you can use IAM authentication that doesn't require a specific service account on the cluster to pull container images.To install your Edge site on a GKE managed Kubernetes cluster with a Google Artifact Registry using the Workload Identity Federation for GKE authentication method, add the following flag to the installation command:--registry-url <url_for_registry>./edgecli install --registry-url https://europe-west1-docker.pkg.dev/path/to/registryFor more information about the Workload Identity Federation for GKE authentication method, go to Google's documentation:How Workload Identity Federation for GKE worksAbout Workload Identity Federation for GKEService accounts for GKEConfigure an Edge site with a private registry using user/pass authenticationThis topic explores how to configure your Edge site with a supported private container image registry using the user/pass authentication method. Edge supports the following private container registries using the user/pass authentication method:JFrogNexusThe above list shows the tested and supported private container image registries. If your private container image registry is not listed but uses user/password authentication, you can attempt to install your Edge site with your registry. However, Collibra Support can't provide assistance for untested registries.User/Pass authenticationTo install your Edge site with a private container image registry using the user/pass authentication method, add the following flags to the installation command:All user/pass authenticated container image registries must use HTTPS for all communication.If you're installing your Edge site on k3s, you must store any certificates required to communicate to the registry in /etc/ssl/certs/cert.crt on the k3s virtual machine, and then restart k3s by running the following command:    sudo systemctl restart k3s--registry-url <url_for_registry> --registry-user <username> --registry-pass <password>--registry-url nexus.company.com/edge-registry --registry-user NexusEdge --registry-pass NexusEdge12Edge Vaults This feature is available only in the latest UI.Edge Vaults is an integration between your Edge site and your vault provider, which allows you to increase the security of your Edge site and data source information.With the Edge Vaults integration:You can pull your sensitive information from your vault application or service, rather than manually entering your information into Edge where it is encrypted and stored as Kubernetes secrets.Edge does not keep any sensitive information in the Edge site, it relies on the vault integration to establish a secure connection to your data sources.It is easier to rotate your secrets, because you do not have to manually rotate them in Collibra. Managing your data source credentials only needs to be performed in your organization's vault.About Edge Vaults This feature is available only in the latest UI.The Vault integration is not available for Collibra Cloud sites.The Edge Vault feature allows you to integrate your Edge site with your existing vault provider and implement your organization’s credential management policies for any data source to which Edge connects. A vault provider is a third-party secret management service, which should already be implemented by your organization. Your vault provider will store your data source information behind different types of Vault Keys, such as queries or names. Each vault may have requirements or restrictions surrounding what and how this information is stored. We recommend you review your vault provider's documentation for any of these requirements.Once your integrate your Edge site with your vault provider, you can create Edge connections which call to your vault to retrieve the data source information. You must enter the vault specific Vault Key for each data source property you need or want to pull into your connection. For example, if you want to pull a data source password into your Edge connection, and in your vault this data source password is stored by the secret name my-secret, then you would enter my-secret as the Vault Key for the password field. If your data source connection requires a file to establish a secure connection, then the sensitive contents of the file must be encoded into Base64 and stored as a secret in your vault.Edge supports the following vault integrations:    CyberArk Vault  Supported version:CyberArk Central Credential Provider (CCP) : 8.0.0HashiCorp Vault Supported version:HashiCorp Vault 1.19.xSupport secret engines:Key Value V2 Secret EngineDatabase Secret EngineAzure Key VaultAWS Secrets ManagerGoogle Secret ManagerWhat's next?Integrate your Edge site to your vault provider.Learn how to set up an Edge connection with your vault.Integrate your Edge site with your vault This feature is available only in the latest UI.You can integrate an Edge site with your existing vault to more easily and securely manage your data source information and set up your Edge site connections. In this topic, we review how to set up the integration between your Edge site and your existing vault. You must already have an existing vault with a supported vault provider to use this feature. This topic does not review how to create or setup a vault.For steps on how to integrate your Edgesite with your vault, see the online version of this guide. input[type=radio]{visibility:hidden;} Edit vault integration configuration via Edge CLI This feature is available only in the latest UI.You can inspect and update the configuration of your vault integration and rotate the vault credentials using the Edge CLI tool.For steps on how to edit your Edge site vault configuration, see the online version of this guide.StepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the mTLSAllow-list authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update cyber tls <name> \ --desc <description> \ --appId <appID> \ --url <url> --caPath <caPath> \ --certPath <certPath> \ --keyPath <keyPath>./edgecli vault update cyber tls <name> \ --desc <description> \ --appId <appID> \ --url <url> --caPath <caPath> \ --certPath <certPath> \ --keyPath <keyPath>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<appId> (required)The application ID configured on the CyberArk server.<url> (required) The URL of your     CyberArk Vault  .<caPath> (required)The file containing the Certificate Authority. If you use a --caPath, it must be in the X.509 format (PEM encoded).<certPath> (required)The file containing the Client Certificate.If you use a --certPath, it must be in the X.509 format (PEM encoded).<keyPath> (required)The file containing the Client Private Key.If you use a --keyPath, it must be in the PKCS#8 format (PEM encoded).When using the mTLS authentication method, you must always include the following three variables, even if you are only updating one variable, such as the name of the vault integration:caPathcertPathkeyPathsudo ./edgecli vault update cyber tls Edge CyberArk Vault mTLS \ --appId edge \ --caPath ./certs/ca.crt \ --certPath ./certs/aimws.crt \ --keyPath ./certs/aimws-pkcs8.keysudo ./edgecli vault update cyber allow-list <name> \ --desc <description> \ --appId <appId> \ --url <url> \ --caPath <caPath>./edgecli vault update cyber allow-list <name> \ --desc <description> \ --appId <appId> \ --url <url> \ --caPath <caPath>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance.<appId> (required)The application ID configured on the CyberArk server.<url> (required) The URL of your     CyberArk Vault  .<caPath> (required)The file containing the Certificate Authority. If you use a --caPath, it must be in the X.509 format (PEM encoded).When using the allow-list authentication method, you only need to include the vault integration variable that you want to update.sudo ./edgecli vault update cyber allow-list Edge CyberArk allowlist \ --appId edge \ --caPath ./certs/ca.crtStepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the Username and passwordTLS authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update hashicorp user-pass <name>/ --desc <description> \ --user <username> \ --pass <password> \ --caPath <caPath> \ --url <url>./edgecli vault update hashicorp user-pass <name>/ --desc <description> \ --user <username> \ --pass <password> \ --caPath <caPath> \ --url <url>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<user> (required)The username for your vault.<pass> (required)The password for your vault.<caPath> (optional)The file containing the Certificate Authority.If you use --caPath it must be in the PKCS#8 format. A --caPath file is optionally included for the creation of the authentication endpoint. It will not be required if the HTTP endpoint is used for the Username/Password authentication. The HTTP endpoint is used for the Username/Password authentication.<url> (required) The URL of the HashiCorp Vault.<vaultNamespace> (optional)A unique namespace in your vault. sudo ./edgecli vault update hashicorp user-pass Hasicorp vault user-pass AuthN/ --user my-edge-site \ --pass EdgePass123 \ --url https://hashicorp-vault.edge.collibra.dev:8210/sudo ./edgecli vault update hashicorp tls <name>/ --authName <authName> --desc <description> \ --caPath <caPath> \ --certPath <certPath> \ --keyPath <keyPath> \ --url <url>./edgecli vault update hashicorp tls <name>/ --authName <authName> --desc <description> \ --caPath <caPath> \ --certPath <certPath> \ --keyPath <keyPath> \ --url <url>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<user> (required)The username for your vault.<pass> (required)The password for your vault.<caPath> (optional)The file containing the Certificate Authority.If you use --caPath it must be in the PKCS#8 format. A --caPath file is optionally included for the creation of the authentication endpoint. It will not be required if the HTTP endpoint is used for the Username/Password authentication. The HTTP endpoint is used for the Username/Password authentication.<url> (required) The URL of the HashiCorp Vault.<vaultNamespace> (optional)A unique namespace in your vault. sudo ./edgecli vault update hashicorp tls tls-vault-auth/ --authName tls-vault-auth \ --certPath ~/hashicorp/vault/edge-site.crt \ --keyPath ~/hashicorp/vault/edge-site.key \ --url https://hashicorp-vault.edge.collibra/StepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the Managed Identity assigned to Azure VMService Principal SecretService Principal with PEM certificateService Principal with PFX certificate authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update azure managed-identity <name> \ --desc <description> \ --dnsSuffix <dnsSuffix>./edgecli vault update azure managed-identity <name> \ --desc <description> \ --dnsSuffix <dnsSuffix>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<dnsSuffix>The data-plane endpoint for your vault.<dnsSuffix> is required if you use a private version of Azure for security purposes. For example, for FedRAMP, you would need to specify the Azure US Government DNS suffix: vault.usgovcloudapi.net.Otherwise, Edge uses the default value: .vault.azure.net.sudo ./edgecli vault update azure managed-identity Azure-managed-identity \ --dnsSuffix Azure-managed-identity.azure.netsudo ./edgecli vault update azure sp-secret <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --clientSecret <clientSecret>./edgecli vault update azure sp-secret <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --clientSecret <clientSecret>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<dnsSuffix>The data-plane endpoint for your vault.<dnsSuffix> is required if you use a private version of Azure for security purposes. For example, for FedRAMP, you would need to specify the Azure US Government DNS suffix: vault.usgovcloudapi.net.Otherwise, Edge uses the default value: .vault.azure.net.<tenantId> (required)The unique identifier of the Azure AD instance that the Azure Key Vault belongs to.<clientId> (required) The identifier of the service principal client.<clientSecret> (required) The secret of the service principal client.sudo ./edgecli vault update azure sp-secret Azure-service-principal \ --tenantId 165 \ --clientId AZ_22 \ --clientSecret Secret123sudo ./edgecli vault update azure sp-pem <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --certPath <certPath>./edgecli vault update azure sp-pem <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --certPath <certPath>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<dnsSuffix>The data-plane endpoint for your vault.<dnsSuffix> is required if you use a private version of Azure for security purposes. For example, for FedRAMP, you would need to specify the Azure US Government DNS suffix: vault.usgovcloudapi.net.Otherwise, Edge uses the default value: .vault.azure.net.<tenantId> (required)The unique identifier of the Azure AD instance that the Azure Key Vault belongs to.<clientId> (required) The identifier of the service principal client.<certPath> (required)The file containing the Client Certificate.sudo ./edgecli vault update azure sp-secret Azure-service-principal-PEM \ --tenantId 165 \ --clientId AZ_22 \ --certPath ~/azurekey/vault/edge-site.crtsudo ./edgecli vault update azure sp-pfx <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --certPath <certPath> \ --certPassword <certPassword>./edgecli vault update azure sp-pfx <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --certPath <certPath> \ --certPassword <certPassword>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<dnsSuffix>The data-plane endpoint for your vault.<dnsSuffix> is required if you use a private version of Azure for security purposes. For example, for FedRAMP, you would need to specify the Azure US Government DNS suffix: vault.usgovcloudapi.net.Otherwise, Edge uses the default value: .vault.azure.net.<tenantId> (required)The unique identifier of the Azure AD instance that the Azure Key Vault belongs to.<clientId> (required) The identifier of the service principal client.<certPath> (required)The file containing the Client Certificate.<certPassword> (required)The password used to protect the PFX certificate.sudo ./edgecli vault update azure sp-secret Azure-service-principal-PFX \ --tenantId 165 \ --clientId AZ_22 \ --certPath ~/azurekey/vault/edge-site.crt \ --certPassword AZ_PFX_password1StepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the IAM Access KeyInstance ProfileAssume Role authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update aws key-secret <name> \ --desc <description> \ --region <region> \ --endpointOverride <endpointOverride> \ --accessKeyId <accessKeyId> \ --accessKey <accessKey>./edgecli vault update aws key-secret <name> \ --desc <description> \ --region <region> \ --endpointOverride <endpointOverride> \ --accessKeyId <accessKeyId> \ --accessKey <accessKey> CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<region>The region of the AWS Secrets Manager you want to use.Region is optional if your Edge site and AWS Secrets Manager are both located in the same AWS region. Region is required if:You are using <endpointOverride>.Your Edge site is on k3s and running in AWS.Your Edge site is running in a different region than the AWS Secrets Manager you want to connect to.<endpointOverride>The URL of the entry point for your AWS Secrets Manager vault.<endpointOverride> is required if you use a private version of AWS for security purposes. For example, for FIPS, you would need to specify the FIPS endpoint: <protocol>://://<service-code>-fips.<region>.amazonaws.com.Otherwise, Edge will use the default regional value: <protocol>://<service-code>.<region-code>.amazonaws.com<accessKeyId> (required)The ID of the IAM key you want to authenticate with.<accessKey> (required)The IAM key you want to authenticate with.sudo ./edgecli vault update aws key-secret AWS-IAM \ --accessKeyId 1234 \ --accessKey abcdsudo ./edgecli vault update aws key-secret AWS-IAM \ --accessKeyId 1234 \ --accessKey abcdsudo ./edgecli vault update aws instance-profile <name> \ --desc <description> \ --region <region> \ --endpointOverride <endpointOverride>./edgecli vault update aws instance-profile <name> \ --desc <description> \ --region <region> \ --endpointOverride <endpointOverride>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<region>The region of the AWS Secrets Manager you want to use.Region is optional if your Edge site and AWS Secrets Manager are both located in the same AWS region. Region is required if:You are using <endpointOverride>.Your Edge site is on k3s and running in AWS.Your Edge site is running in a different region than the AWS Secrets Manager you want to connect to.<endpointOverride>The URL of the entry point for your AWS Secrets Manager.<endpointOverride> is required if you use a private version of AWS for security purposes. For example, for FIPS, you would need to specify the FIPS endpoint: <protocol>://://<service-code>-fips.<region>.amazonaws.com.Otherwise, Edge will use the default regional value: <protocol>://<service-code>.<region-code>.amazonaws.comsudo ./edgecli vault update aws instance-profile AWS-Instance \ --desc AWS vault with Instant Profile authentication \ --region eu-west-1 \ --endpointOverride http://my-secret-vault.aws.comsudo ./edgecli vault update aws instance-profile <name> \ --desc <description> \ --roleArn <roleArn> --roleSessionName <roleSessionName> --region <region>\ --endpointOverride <endpointOverride>./edgecli vault update aws instance-profile <name> \ --desc <description> \ --roleArn <roleArn> --roleSessionName <roleSessionName> --region <region>\ --endpointOverride <endpointOverride>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<roleArn> (required)The Amazon Resource name of the role you want your Edge site to assume when accessing the AWS Secrets Manager secrets.In order for your Edge site to successfully assume this specified role, the Instance Profile role that is attached to the EKS cluster must be trusted by the target role.<roleSessionName> (optional)The name of the session you want this role to appear as in AWS security logs.<region>The region of the AWS Secrets Manager you want to use.Region is optional if your Edge site and AWS Secrets Manager are both located in the same AWS region. Region is required if:You are using <endpointOverride>.Your Edge site is on k3s and running in AWS.Your Edge site is running in a different region than the AWS Secrets Manager you want to connect to.<endpointOverride>The URL of the entry point for your AWS Secrets Manager.<endpointOverride> is required if you use a private version of AWS for security purposes. For example, for FIPS, you would need to specify the FIPS endpoint: <protocol>://://<service-code>-fips.<region>.amazonaws.com.Otherwise, Edge will use the default regional value: <protocol>://<service-code>.<region-code>.amazonaws.comsudo ./edgecli vault update aws instance-profile AWS-Assume \ --roleArn edge-session --roleSessionName edge-sessionStepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the IAM Role assigned to the Google Cloud Engine VMService Account JSON KeyService Account P12 Key authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update gcp iam-role <name> \ --desc <description> \ --projectId <projectId>./edgecli vault update gcp iam-role <name> \ --desc <description> \ --projectId <projectId>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<projectId> (required)The ID of the Google Account project which contains the Google Secret Manager.sudo ./edgecli vault update gcp iam-role GCP-IAM \ --projectId=IAM_145 \sudo ./edgecli vault update gcp sa-json <name> \ --desc <description> \ --projectId <projectId> \ --keyPath <keyPath>./edgecli vault update gcp sa-json <name> \ --desc <description> \ --projectId <projectId> \ --keyPath <keyPath>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<projectId> (required)The ID of the Google Account project which contains the Google Secret Manager.<keyPath> (required)The file containing the Client Private Key.sudo ./edgecli vault update gcp sa-jsone GCP-JSON \ --projectId=JSON_145 \ --keyPath=~/GCP/vault/edge-site.jsonsudo ./edgecli vault update gcp sa-json <name> \ --desc <description> \ --projectId <projectId> \ --keyPath <keyPath> \ --keyPassword <keyPassword> \ --emailAddress <emailAddress>./edgecli vault update gcp sa-json <name> \ --desc <description> \ --projectId <projectId> \ --keyPath <keyPath> \ --keyPassword <keyPassword> \ --emailAddress <emailAddress>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<projectId> (required)The ID of the Google Account project which contains the Google Secret Manager.<keyPath> (required)The file containing the Client Private Key.<keyPassword>The P12 password.<emailAddress>The Google Service Account email address.sudo ./edgecli vault update aws instance-profile GCP-P12 \ --projectId P12_145 \ --keyPath /GCP/vault/edge-site.p12 \ --keyPassword GCP_edge_vault_password \ --emailAddress GCPedgeVault@gmail.comStepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the mTLSAllow-list authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update cyber tls <name> \ --desc <description> \ --appId <appID> \ --url <url> --caPath <caPath> \ --certPath <certPath> \ --keyPath <keyPath>./edgecli vault update cyber tls <name> \ --desc <description> \ --appId <appID> \ --url <url> --caPath <caPath> \ --certPath <certPath> \ --keyPath <keyPath>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<appId> (required)The application ID configured on the CyberArk server.<url> (required) The URL of your     CyberArk Vault  .<caPath> (required)The file containing the Certificate Authority. If you use a --caPath, it must be in the X.509 format (PEM encoded).<certPath> (required)The file containing the Client Certificate.If you use a --certPath, it must be in the X.509 format (PEM encoded).<keyPath> (required)The file containing the Client Private Key.If you use a --keyPath, it must be in the PKCS#8 format (PEM encoded).When using the mTLS authentication method, you must always include the following three variables, even if you are only updating one variable, such as the name of the vault integration:caPathcertPathkeyPathsudo ./edgecli vault update cyber tls Edge CyberArk Vault mTLS \ --appId edge \ --caPath ./certs/ca.crt \ --certPath ./certs/aimws.crt \ --keyPath ./certs/aimws-pkcs8.keysudo ./edgecli vault update cyber allow-list <name> \ --desc <description> \ --appId <appId> \ --url <url> \ --caPath <caPath>./edgecli vault update cyber allow-list <name> \ --desc <description> \ --appId <appId> \ --url <url> \ --caPath <caPath>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance.<appId> (required)The application ID configured on the CyberArk server.<url> (required) The URL of your     CyberArk Vault  .<caPath> (required)The file containing the Certificate Authority. If you use a --caPath, it must be in the X.509 format (PEM encoded).When using the allow-list authentication method, you only need to include the vault integration variable that you want to update.sudo ./edgecli vault update cyber allow-list Edge CyberArk allowlist \ --appId edge \ --caPath ./certs/ca.crtStepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the Username and passwordTLS authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update hashicorp user-pass <name>/ --desc <description> \ --user <username> \ --pass <password> \ --caPath <caPath> \ --url <url>./edgecli vault update hashicorp user-pass <name>/ --desc <description> \ --user <username> \ --pass <password> \ --caPath <caPath> \ --url <url>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<user> (required)The username for your vault.<pass> (required)The password for your vault.<caPath> (optional)The file containing the Certificate Authority.If you use --caPath it must be in the PKCS#8 format. A --caPath file is optionally included for the creation of the authentication endpoint. It will not be required if the HTTP endpoint is used for the Username/Password authentication. The HTTP endpoint is used for the Username/Password authentication.<url> (required) The URL of the HashiCorp Vault.<vaultNamespace> (optional)A unique namespace in your vault. sudo ./edgecli vault update hashicorp user-pass Hasicorp vault user-pass AuthN/ --user my-edge-site \ --pass EdgePass123 \ --url https://hashicorp-vault.edge.collibra.dev:8210/sudo ./edgecli vault update hashicorp tls <name>/ --authName <authName> --desc <description> \ --caPath <caPath> \ --certPath <certPath> \ --keyPath <keyPath> \ --url <url>./edgecli vault update hashicorp tls <name>/ --authName <authName> --desc <description> \ --caPath <caPath> \ --certPath <certPath> \ --keyPath <keyPath> \ --url <url>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<user> (required)The username for your vault.<pass> (required)The password for your vault.<caPath> (optional)The file containing the Certificate Authority.If you use --caPath it must be in the PKCS#8 format. A --caPath file is optionally included for the creation of the authentication endpoint. It will not be required if the HTTP endpoint is used for the Username/Password authentication. The HTTP endpoint is used for the Username/Password authentication.<url> (required) The URL of the HashiCorp Vault.<vaultNamespace> (optional)A unique namespace in your vault. sudo ./edgecli vault update hashicorp tls tls-vault-auth/ --authName tls-vault-auth \ --certPath ~/hashicorp/vault/edge-site.crt \ --keyPath ~/hashicorp/vault/edge-site.key \ --url https://hashicorp-vault.edge.collibra/StepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the Managed Identity assigned to Azure VMService Principal SecretService Principal with PEM certificateService Principal with PFX certificate authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update azure managed-identity <name> \ --desc <description> \ --dnsSuffix <dnsSuffix>./edgecli vault update azure managed-identity <name> \ --desc <description> \ --dnsSuffix <dnsSuffix>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<dnsSuffix>The data-plane endpoint for your vault.<dnsSuffix> is required if you use a private version of Azure for security purposes. For example, for FedRAMP, you would need to specify the Azure US Government DNS suffix: vault.usgovcloudapi.net.Otherwise, Edge uses the default value: .vault.azure.net.sudo ./edgecli vault update azure managed-identity Azure-managed-identity \ --dnsSuffix Azure-managed-identity.azure.netsudo ./edgecli vault update azure sp-secret <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --clientSecret <clientSecret>./edgecli vault update azure sp-secret <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --clientSecret <clientSecret>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<dnsSuffix>The data-plane endpoint for your vault.<dnsSuffix> is required if you use a private version of Azure for security purposes. For example, for FedRAMP, you would need to specify the Azure US Government DNS suffix: vault.usgovcloudapi.net.Otherwise, Edge uses the default value: .vault.azure.net.<tenantId> (required)The unique identifier of the Azure AD instance that the Azure Key Vault belongs to.<clientId> (required) The identifier of the service principal client.<clientSecret> (required) The secret of the service principal client.sudo ./edgecli vault update azure sp-secret Azure-service-principal \ --tenantId 165 \ --clientId AZ_22 \ --clientSecret Secret123sudo ./edgecli vault update azure sp-pem <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --certPath <certPath>./edgecli vault update azure sp-pem <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --certPath <certPath>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<dnsSuffix>The data-plane endpoint for your vault.<dnsSuffix> is required if you use a private version of Azure for security purposes. For example, for FedRAMP, you would need to specify the Azure US Government DNS suffix: vault.usgovcloudapi.net.Otherwise, Edge uses the default value: .vault.azure.net.<tenantId> (required)The unique identifier of the Azure AD instance that the Azure Key Vault belongs to.<clientId> (required) The identifier of the service principal client.<certPath> (required)The file containing the Client Certificate.sudo ./edgecli vault update azure sp-secret Azure-service-principal-PEM \ --tenantId 165 \ --clientId AZ_22 \ --certPath ~/azurekey/vault/edge-site.crtsudo ./edgecli vault update azure sp-pfx <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --certPath <certPath> \ --certPassword <certPassword>./edgecli vault update azure sp-pfx <name> \ --desc <description> \ --dnsSuffix <dnsSuffix> \ --tenantId <tenantId> \ --clientId <clientId> \ --certPath <certPath> \ --certPassword <certPassword>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<dnsSuffix>The data-plane endpoint for your vault.<dnsSuffix> is required if you use a private version of Azure for security purposes. For example, for FedRAMP, you would need to specify the Azure US Government DNS suffix: vault.usgovcloudapi.net.Otherwise, Edge uses the default value: .vault.azure.net.<tenantId> (required)The unique identifier of the Azure AD instance that the Azure Key Vault belongs to.<clientId> (required) The identifier of the service principal client.<certPath> (required)The file containing the Client Certificate.<certPassword> (required)The password used to protect the PFX certificate.sudo ./edgecli vault update azure sp-secret Azure-service-principal-PFX \ --tenantId 165 \ --clientId AZ_22 \ --certPath ~/azurekey/vault/edge-site.crt \ --certPassword AZ_PFX_password1StepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the IAM Access KeyInstance ProfileAssume Role authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update aws key-secret <name> \ --desc <description> \ --region <region> \ --endpointOverride <endpointOverride> \ --accessKeyId <accessKeyId> \ --accessKey <accessKey>./edgecli vault update aws key-secret <name> \ --desc <description> \ --region <region> \ --endpointOverride <endpointOverride> \ --accessKeyId <accessKeyId> \ --accessKey <accessKey> CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<region>The region of the AWS Secrets Manager you want to use.Region is optional if your Edge site and AWS Secrets Manager are both located in the same AWS region. Region is required if:You are using <endpointOverride>.Your Edge site is on k3s and running in AWS.Your Edge site is running in a different region than the AWS Secrets Manager you want to connect to.<endpointOverride>The URL of the entry point for your AWS Secrets Manager vault.<endpointOverride> is required if you use a private version of AWS for security purposes. For example, for FIPS, you would need to specify the FIPS endpoint: <protocol>://://<service-code>-fips.<region>.amazonaws.com.Otherwise, Edge will use the default regional value: <protocol>://<service-code>.<region-code>.amazonaws.com<accessKeyId> (required)The ID of the IAM key you want to authenticate with.<accessKey> (required)The IAM key you want to authenticate with.sudo ./edgecli vault update aws key-secret AWS-IAM \ --accessKeyId 1234 \ --accessKey abcdsudo ./edgecli vault update aws key-secret AWS-IAM \ --accessKeyId 1234 \ --accessKey abcdsudo ./edgecli vault update aws instance-profile <name> \ --desc <description> \ --region <region> \ --endpointOverride <endpointOverride>./edgecli vault update aws instance-profile <name> \ --desc <description> \ --region <region> \ --endpointOverride <endpointOverride>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<region>The region of the AWS Secrets Manager you want to use.Region is optional if your Edge site and AWS Secrets Manager are both located in the same AWS region. Region is required if:You are using <endpointOverride>.Your Edge site is on k3s and running in AWS.Your Edge site is running in a different region than the AWS Secrets Manager you want to connect to.<endpointOverride>The URL of the entry point for your AWS Secrets Manager.<endpointOverride> is required if you use a private version of AWS for security purposes. For example, for FIPS, you would need to specify the FIPS endpoint: <protocol>://://<service-code>-fips.<region>.amazonaws.com.Otherwise, Edge will use the default regional value: <protocol>://<service-code>.<region-code>.amazonaws.comsudo ./edgecli vault update aws instance-profile AWS-Instance \ --desc AWS vault with Instant Profile authentication \ --region eu-west-1 \ --endpointOverride http://my-secret-vault.aws.comsudo ./edgecli vault update aws instance-profile <name> \ --desc <description> \ --roleArn <roleArn> --roleSessionName <roleSessionName> --region <region>\ --endpointOverride <endpointOverride>./edgecli vault update aws instance-profile <name> \ --desc <description> \ --roleArn <roleArn> --roleSessionName <roleSessionName> --region <region>\ --endpointOverride <endpointOverride>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<roleArn> (required)The Amazon Resource name of the role you want your Edge site to assume when accessing the AWS Secrets Manager secrets.In order for your Edge site to successfully assume this specified role, the Instance Profile role that is attached to the EKS cluster must be trusted by the target role.<roleSessionName> (optional)The name of the session you want this role to appear as in AWS security logs.<region>The region of the AWS Secrets Manager you want to use.Region is optional if your Edge site and AWS Secrets Manager are both located in the same AWS region. Region is required if:You are using <endpointOverride>.Your Edge site is on k3s and running in AWS.Your Edge site is running in a different region than the AWS Secrets Manager you want to connect to.<endpointOverride>The URL of the entry point for your AWS Secrets Manager.<endpointOverride> is required if you use a private version of AWS for security purposes. For example, for FIPS, you would need to specify the FIPS endpoint: <protocol>://://<service-code>-fips.<region>.amazonaws.com.Otherwise, Edge will use the default regional value: <protocol>://<service-code>.<region-code>.amazonaws.comsudo ./edgecli vault update aws instance-profile AWS-Assume \ --roleArn edge-session --roleSessionName edge-sessionStepsIn the cluster where your Edge site is installed, use the Edge CLI tool to run the command for the IAM Role assigned to the Google Cloud Engine VMService Account JSON KeyService Account P12 Key authentication method to inspect or update all or any of the vault configuration settings.sudo ./edgecli vault update gcp iam-role <name> \ --desc <description> \ --projectId <projectId>./edgecli vault update gcp iam-role <name> \ --desc <description> \ --projectId <projectId>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<projectId> (required)The ID of the Google Account project which contains the Google Secret Manager.sudo ./edgecli vault update gcp iam-role GCP-IAM \ --projectId=IAM_145 \sudo ./edgecli vault update gcp sa-json <name> \ --desc <description> \ --projectId <projectId> \ --keyPath <keyPath>./edgecli vault update gcp sa-json <name> \ --desc <description> \ --projectId <projectId> \ --keyPath <keyPath>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<projectId> (required)The ID of the Google Account project which contains the Google Secret Manager.<keyPath> (required)The file containing the Client Private Key.sudo ./edgecli vault update gcp sa-jsone GCP-JSON \ --projectId=JSON_145 \ --keyPath=~/GCP/vault/edge-site.jsonsudo ./edgecli vault update gcp sa-json <name> \ --desc <description> \ --projectId <projectId> \ --keyPath <keyPath> \ --keyPassword <keyPassword> \ --emailAddress <emailAddress>./edgecli vault update gcp sa-json <name> \ --desc <description> \ --projectId <projectId> \ --keyPath <keyPath> \ --keyPassword <keyPassword> \ --emailAddress <emailAddress>CommandDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.The name can only contain alphanumeric, dash (-), underscore ( _ ), or period (.) characters. The name cannot include white spaces or special characters such as /, !, ?. <description> (optional)The description of the vault instance. The maximum character length is 150.<projectId> (required)The ID of the Google Account project which contains the Google Secret Manager.<keyPath> (required)The file containing the Client Private Key.<keyPassword>The P12 password.<emailAddress>The Google Service Account email address.sudo ./edgecli vault update aws instance-profile GCP-P12 \ --projectId P12_145 \ --keyPath /GCP/vault/edge-site.p12 \ --keyPassword GCP_edge_vault_password \ --emailAddress GCPedgeVault@gmail.comRetrieve your vault integration information via the Edge CLI This feature is available only in the latest UI.You can review the details of your vault integrations from the Edge CLI tool.PrerequisitesEnsure that your environment uses the latest user interface.You have integrated your Edge site with your vault.You have installed and configured the Edge CLI tool.K3SManaged KubernetesRetrieve information on all vault integrationsYou can retrieve a list of all of your configured vault integrations on an Edge site by running the following command in the Edge CLI:sudo ./edgecli vault listThis command provides the following vault integration information:IDNameTypeDescriptionAddressAddress is returned only for     CyberArk Vault   integrations.This command will not return any authentication information of your vault integrations. If you want to retrieve authentication information about your vaults, you need to retrieve the details of a specific vault.Retrieve specific vault detailsRun the following command in the Edge CLI to compile all of the details of a specific vault integration, such as ID, description, and authentication type:sudo ./edgecli vault get <name>PropertiesDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.You can choose to provide <vaultId> instead of <name> . If you don't have the vault ID, you can get it by retrieving all vault integrations.This command provides the following vault integration information:IDNameAppIDTypeDescriptionAddressAddress is returned only for     CyberArk Vault   integrations.AuthTypeRetrieve information on all vault integrationsYou can retrieve a list of all of your configured vault integrations on an Edge site by running the following command in the Edge CLI:./edgecli vault listThis command provides the following vault integration information:IDNameTypeDescriptionAddressAddress is returned only for     CyberArk Vault   integrations.This command will not return any authentication information of your vault integrations. If you want to retrieve authentication information about your vaults, you need to retrieve the details of a specific vault.Retrieve specific vault detailsRun the following command in the Edge CLI to compile all of the details of a specific vault integration, such as ID, description, and authentication type:./edgecli vault get <name>PropertiesDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.You can choose to provide <vaultId> instead of <name> . If you don't have the vault ID, you can get it by retrieving all vault integrations.This command provides the following vault integration information:IDNameAppIDTypeDescriptionAddressAddress is returned only for     CyberArk Vault   integrations.AuthTypeHow to access help for Vaults This feature is available only in the latest UI.If you need any help with the vault command parameters, run one of the following commands in the Edge CLI, based on the Kubernetes cluster where your Edge site is installed: Bundled k3s installations:sudo ./edgecli vault create <vault> <authMethod> -hManaged Kubernetes installations:./edgecli vault create <vault> <authMethod> -hPropertiesDescription<vault>The type of vault application you use, for example, CyberArk or HashiCorp.<authMethod>The authentication method you use to connect to your vault.For specific vault help examples, see the online version of this guide.Delete an Edge site vault integration This feature is available only in the latest UI.If you no longer need a vault integration on your Edge site, you can use the Edge CLI tool to delete the vault integration.Deleting a vault integration will impact any connection on the same Edge site that uses this vault integration. Before deleting a vault integration, ensure that no Edge site connections use that vault integration.PrerequisitesEnsure that your environment uses the latest user interface.You have added a vault in your Edge site.You have installed and configured the Edge CLI tool.K3SManaged KubernetesStepsRun the following code in the Edge CLI:sudo ./edgecli vault delete <name>PropertiesDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.You can to choose provide <vaultId> instead of <name> . If you don't have the vault ID, you can get it by retrieving all vault integrations.StepsRun the following code in the Edge CLI:./edgecli vault delete <name>PropertiesDescription<name> (required)The name of the vault instance. It is required and it must be unique within an Edge site. For Kubernetes guidelines on the required naming conventions of the <name> parameter, go to Labels and Selectors.You can to choose provide <vaultId> instead of <name> . If you don't have the vault ID, you can get it by retrieving all vault integrations.Installing an Edge siteAn Edge site is a component installed in a customer's environment. Each Edge site has a unique identifier and hosts an Edge capability that can access a data source.This section contains the information that you need to know to install an Edge site.
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	Installing an Edge site
	 About an Edge site installationAfter creating your Edge sites in Collibra Platform, you have to install the Edge software on either the bundled k3s in the Edge site installer or one of the following managed Kubernetes clusters:Azure Kubernetes Service (AKS)AWS Fargate using EKSAmazon EKS (EKS)Google Kubernetes Engine (GKE)OpenShiftYou typically install Edge sites within the same secure environment as the relevant data source. A customer usually has several Edge sites depending on their requirements, for example the number of networks and secure environments, as well as the technical and legal spread of data sources.Edge sites installed on a managed Kubernetes cluster after the 2024.05 release can be installed in one of the following ways:Edge Command Line Interface - our recommended installation method. Helm chart - a manual installation method. You need to deploy the Edge helm chart and all prerequisite resources required by Edge, such as configmaps and secrets. You may want to use this method if you are automating the installation process in your own CI/CD environment. You should only use the Helm Chart installation method if you are familiar with helm and Kubernetes. As such, Collibra Support is limited and they cannot assist with custom helm and Kubernetes configurations.An Edge site can have: Zero or more predefined connections to data sources via a JDBC driver. One or more integration capabilities to process data on site and send the results to Collibra.An Edge site is a compute run-time on the Kubernetes cluster, that executes capabilities close to your data but that is configurable from the Collibra Platform settings. It has a dedicated unique identifier and handles data sources that it can reach within its network. You can have more than one Edge site, depending on the number of networks, security domains, regions or VPCs that you have.PropertiesPropertyDescriptionNameThe name of the Edge site. Use a meaningful name, for example NetherlandsDataCentre1. Do not use spaces or special characters.This field is mandatory and the name must be globally unique.StatusThe status of the Edge site.The status is automatically shown when you create an Edge site.IDThe unique ID of the Edge site, which is generated automatically when you create the Edge site.DescriptionThe description of the Edge site. We recommend to put at least basic location information of the Edge site.This field is mandatory.Installer and property filesA section where you can download the installer and property files to install an Edge site on a server. This section is only visible when the Edge site has the status To be installed.StatusesThe status of an Edge site indicates if the Edge site can be used or not. The status is shown on the Edge settings page of the Collibra settings. An Edge site can have one of the following statuses:StatusDescriptionTo be installedThe Edge site is created, but not installed yet.OfflineCollibra cannot reach the Edge site. This can be caused by an unsuccessful installation or a lost connection.See the installation logs for more information.UnhealthyCollibra can connect to the Edge site, but some functions don't work correctly. This is typically caused by problems during the installation. See the installation logs for more information.HealthyThe Edge site installation was successful.Installation directories on K3SThe Edge site installer installs files in the following directories on your host server:/var/lib/rancher//var/log//etc//usr/local/bin/System requirements of an Edge siteTo use Edge, you must ensure that the following system requirements are met.The default Edge CLI method is an easier solution for installing your Edge site via the Edge CLI. Edge creates the cluster level objects, such as namespaces and priority classes for you. This method can be used for both dedicated and shared clusters.The restrictive Edge CLI method allows you or your company to create the cluster level objects, such as namespaces and priority classes, for your Edge site. This method may be required if your company has security requirements or process that do not allow Edge sites to create the cluster level objects for you. This method can be used for both dedicated and shared clusters.Collibra Support will not assist with custom Helm or Kubernetes configurations. The following steps are an example, and any assistance for configurations or issues outside of these steps is unsupported. We recommend using the Edge CLI method for managed Kubernetes installations. A common example of custom Helm configurations is, but not limited to, using an unsupported private repository. At this time, we only support a JFrog repository.Software requirementsYou must be able to install the Edge software on one of the following supported versions of Red Hat Enterprise Linux (RHEL): RHEL 8.8 or later (8.x).RHEL 9.2 or later (9.x).We recommend not installing Edge on end-of-Life versions of RHEL.We recommend ensuring the k3s version installed on your Edge site can be run on the version of RHEL you have.For more information on installing Edge on a Linux server, go to How to prepare a Linux server for running and installing Edge on the Collibra Support Portal. Your Edge site installer must use an Edge supported k3s version.The sudo package is installed on the Linux host.The user who installs Edge has full sudo access (ALL=(ALL) ALL).If you want SE Linux enabled, install the following policy packages before installing Edge:yum install -y container-selinux selinux-policy-baseIf you use RHEL 8: yum install -y https://github.com/k3s-io/k3s-selinux/releases/download/v1.6.latest.1/k3s-selinux-1.6-1.el8.noarch.rpmIf you use RHEL 9: yum install -y https://github.com/k3s-io/k3s-selinux/releases/download/v1.6.latest.1/k3s-selinux-1.6-1.el9.noarch.rpmThese packages are not hosted by Collibra. If you have any questions, contact your internal teams.If you are an early adopter or you use Edge for preview testing purposes, we highly recommend that you disable SELinux.Hardware requirementsWhen installing on k3s, the Virtual Machine (VM) must be dedicated to a single Edge site installer.You need the following minimum hardware requirements:64 GB memory.16-core CPU with x86_64 architecture. At least 50 GB of free storage on the partition that contains /var/lib/rancher/k3s.  This partition is used for:K3s cluster configuration data.Docker images that are used by the k3s container runtime on the Edge site.mkdir -p /var/lib/rancher/k3smkfs.xfs /dev/<block-device-name>mount /dev/<block-device-name> /var/lib/rancher/k3secho '/dev/<block-device-name> /var/lib/rancher/k3s xfs defaults 0 0' >> /etc/fstabThis is the default install path. If it is not created as a separate mount point after following the steps above, the install will use 50 GB of disk space from either /var, or if not present, the root level of the drive.The partition mountpoint should not have the noexec option.Any data in this location is fully managed by the Edge site. Do not save any other data in this location as the data can be removed by Edge without notification.At least 5 GB of free storage on the partition that contains /var/log. This partition is used to:Write k3s audit logs. Edge uses up to 1.1 GB of space to write and store these logs. Each log file can be up to 100 MB, and only the last 10 files within a 30-day period are retained.Write pod logs. Edge uses up to 60 MB per container to write and store these logs. The number of containers depends on the workload.At least 200 GB of free storage on the partition that holds /var/lib/kubelet. We recommend dedicating this storage on the /var partition if it exists. If it doesn't exist, you can dedicate this storage on the /(root) partition. This partition is used by k3s to write ephemeral data related to kubernetes, using the hardcoded path /var/lib/kubelet/pods/<containerId>/volumes/kubernetes.io~empty-dir/.If you have technical lineage capabilities, each concurrent execution of these capabilities requires 15 GB of space on /var/lib/kubelet. The number of technical lineage capabilities you can run concurrently depends on the available space on /var/lib/kubelet. If you need to run more technical lineage capabilities concurrently than your have space for, you can use the auto-scaling mechanism within the managed k8s platforms.If you run the Linux server on AWS, Azure, or GCP, disable the services nm-cloud-setup.service and nm-cloud-setup.timer. systemctl disable nm-cloud-setup.service nm-cloud-setup.timer rebootWhen new capabilities are added in the future, the hardware requirements may change.Network requirementsCommercialFedRAMPCommercialAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.datadoghq.com: This URL is used to collect some of the logs from Edge for issue diagnosis. We do not send JDBC driver logs from Edge to Datadog. https://*.repository.collibra.io: This URL serves as the primary source for downloading the latest Edge docker images from Collibra's docker registry and helm-chart repository.If the allowlist does not accept wildcards:https://repository.collibra.iohttps://edge-docker-delivery.repository.collibra.iohttps://mirror-docker.repository.collibra.iohttps://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics and traces for monitoring the health and usage of Edge sites.Access to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.        If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.      The resolve configuration file of your Linux host has maximum three search domains and two name servers.Ensure that the network connectivity between the internal cluster and the service CIDRs use by k3s (which are by default 10.42.0.0/16 and 10.43.0.0/16) is not blocked.In case firewalld is enabled, run the following commands to add the cni0 and loopback interfaces to a trusted zone, so that Kubernetes can use it between its services: firewall-cmd --zone=trusted --change-interface=cni0 --permanentfirewall-cmd --zone=trusted --change-interface=lo --permanentfirewall-cmd --reloadFedRAMPAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.ddog-gov.comhttps://*.artifactory-gov2prod.collibra.com/If the allowlist does not accept wildcards:https://artifactory-gov2prod.collibra.comhttps://edge-docker-delivery.artifactory-gov2prod.collibra.comAccess to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.The resolve configuration file of your Linux host has maximum three search domains and two name servers.Ensure that the network connectivity between the internal cluster and the service CIDRs use by k3s (which are by default 10.42.0.0/16 and 10.43.0.0/16) is not blocked.In case firewalld is enabled, run the following commands to add the cni0 and loopback interfaces to a trusted zone, so that Kubernetes can use it between its services: firewall-cmd --zone=trusted --change-interface=cni0 --permanentfirewall-cmd --zone=trusted --change-interface=lo --permanentfirewall-cmd --reloadFor the network requirements specific to creating a technical lineage, go to Lineage harvester system requirements.Whats nextCreate an Edge site in Collibra Platform.Install an Edge site and learn more about which upgrade method you should select for your Edge site.Optionally, you can configure your own private docker registry.Optionally, you can set up a Vault integration.Create an Edge site connection.Create an Edge site capability.EKS requirementsYou can install the Edge software on managed Kubernetes clusters.AWS EKS  1.27, 1.28, 1.29, 1.30, 1.31, and 1.32 are supported for new and existing Edge sites.EKS cluster has IRSA enabled.Set up security groups to ensure that worker nodes can communicate with each other on non-privileged ports.Software requirementsA Linux server for x86_64 architecture where bash is available. This is the server from which you install the Edge software on EKS. This server will also contain the Edge tools.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Helm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Ensure your kubectl client is compatible with the relevant EKS version.Hardware requirementsYou need an operational EKS cluster with at least 1 worker node that is running a Linux-based operating system. The cluster must meet the following requirements:The total cluster capacity has at least 16 core CPU and 64 GB memory, for example, 4 worker nodes each with 4 core CPU and 16 GB.Each worker node needs at least 100 GB free disk space to store Docker images, logs, and ephemeral cluster data.We recommend you have at least 2 worker nodes in the EKS cluster. For more information about Linux OS for EKS clusters, go to the Amazon documentation about Amazon EKS optimized AMIs. As Edge sites are only compatible with Linux OS, disregard the Windows AMI option in this resource.Network requirementsCommercialFedRAMPCommercialAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.datadoghq.com: This URL is used to collect some of the logs from Edge for issue diagnosis. We do not send JDBC driver logs from Edge to Datadog. https://*.repository.collibra.io: This URL serves as the primary source for downloading the latest Edge docker images from Collibra's docker registry and helm-chart repository.If the allowlist does not accept wildcards:https://repository.collibra.iohttps://edge-docker-delivery.repository.collibra.iohttps://mirror-docker.repository.collibra.iohttps://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics and traces for monitoring the health and usage of Edge sites.Access to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.        If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.      The resolve configuration file of your Linux host has maximum three search domains and two name servers.FedRAMPAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.ddog-gov.comhttps://*.artifactory-gov2prod.collibra.com/If the allowlist does not accept wildcards:https://artifactory-gov2prod.collibra.comhttps://edge-docker-delivery.artifactory-gov2prod.collibra.comAccess to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.The resolve configuration file of your Linux host has maximum three search domains and two name servers.GKE requirementsYou can install the Edge software on managed Kubernetes clusters.GKE  1.27, 1.28, 1.29, 1.30, 1.31, and 1.32 are supported for new Edge sites.You can migrate an existing k3s or EKS Edge site to a new managed Kubernetes cluster by following the Managed Kubernetes reinstallation steps using the Edge CLI method. You can't migrate from an existing Edge site to a new cluster using the Helm chart method.Software requirementsA Linux server for x86_64 architecture where bash is available.. This is the server from which you install the Edge software on GKE. This server will also contain the Edge tools.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Helm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Ensure your Kubectl client is compatible with the relevant GKE version.Hardware requirementsYou need an operational GKE cluster with at least 1 worker node. The cluster must meet the following requirements:The total cluster capacity has at least 16 core CPU and 64 GB memory, for example, 2 worker nodes each with 8 core CPU and 32 GB or 4 work nodes each with 4 core CPU and 16 GB.Each worker node needs at least 100 GB free disk space to store Docker images, logs, and ephemeral cluster data.We recommend you have at least 2 worker nodes in the GKE cluster. At this time, Edge site installations on GKE clusters are only compatible with nodes running Linux-based operating systems. For more information about the currently supported Linux OS for GKE clusters, go to the Google documentation about Node images.Network requirementsCommercialFedRAMPCommercialAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.datadoghq.com: This URL is used to collect some of the logs from Edge for issue diagnosis. We do not send JDBC driver logs from Edge to Datadog. https://*.repository.collibra.io: This URL serves as the primary source for downloading the latest Edge docker images from Collibra's docker registry and helm-chart repository.If the allowlist does not accept wildcards:https://repository.collibra.iohttps://edge-docker-delivery.repository.collibra.iohttps://mirror-docker.repository.collibra.iohttps://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics and traces for monitoring the health and usage of Edge sites.Access to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.        If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.      The resolve configuration file of your Linux host has maximum three search domains and two name servers.FedRAMPAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.ddog-gov.comhttps://*.artifactory-gov2prod.collibra.com/If the allowlist does not accept wildcards:https://artifactory-gov2prod.collibra.comhttps://edge-docker-delivery.artifactory-gov2prod.collibra.comAccess to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.The resolve configuration file of your Linux host has maximum three search domains and two name servers.AWS Fargate using EKS requirementsYou can install the Edge software on managed Kubernetes clusters.AWS Fargate using EKS on Kubernetes 1.27, 1.28, 1.29, 1.30, 1.31, and 1.32 are supported for new Edge sites.You can migrate an existing k3s or EKS Edge site to a new managed Kubernetes cluster by following the Managed Kubernetes reinstallation steps using the Edge CLI method. You can't migrate from an existing Edge site to a new cluster using the Helm chart method.EKS cluster has IRSA enabledYou must create an AWS Fargate profile for your cluster with the following namespace selectors:kube-systemdefaultcollibra-*edge-kube-installerEKS cluster has CoreDNS enabled and running on a Fargate Node(s).Software requirementsA Linux server for x86_64 architecture where bash is available. This is the server from which you install the Edge software on AWS Fargate using EKS. This server will also contain the Edge tools.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Helm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Ensure your Kubectl client is compatible with the relevant EKS version.Network requirementsCommercialAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.datadoghq.com: This URL is used to collect some of the logs from Edge for issue diagnosis. We do not send JDBC driver logs from Edge to Datadog. https://*.repository.collibra.io: This URL serves as the primary source for downloading the latest Edge docker images from Collibra's docker registry and helm-chart repository.If the allowlist does not accept wildcards:https://repository.collibra.iohttps://edge-docker-delivery.repository.collibra.iohttps://mirror-docker.repository.collibra.iohttps://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics and traces for monitoring the health and usage of Edge sites.Access to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.        If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.      The resolve configuration file of your Linux host has maximum three search domains and two name servers.OpenShift requirementsYou can install the Edge software on managed Kubernetes clusters.OpenShift 4.14, 4.15, 4.16, 4.17, and 4.18 are supported for new Edge sites.You can migrate an existing k3s or EKS Edge site to a new managed Kubernetes cluster by following the Managed Kubernetes reinstallation steps using the Edge CLI method. You can't migrate from an existing Edge site to a new cluster using the Helm chart method.Software requirementsA Linux server for x86_64 architecture where bash is available. This is the server from which you install the Edge software on OpenShift.This server will also contain the Edge tools.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Helm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Ensure your Kubectl client is compatible with the relevant OpenShift version.Hardware requirementsYou need an operational OpenShift cluster with at least 1 worker node. The cluster must meet the following requirements:The total cluster capacity has at least 16 core CPU and 64 GB memory, for example, 4 worker nodes each with 4 core CPU and 16 GB.Each worker node needs at least 100 GB free disk space to store Docker images, logs, and ephemeral cluster data.We recommend you have at least 2 worker nodes in the OpenShift cluster.At this time, Edge site installations on OpenShift clusters are only compatible with nodes running Linux-based operating systems. For more information about the currently supported Linux OS for OpenShift clusters, go to the OpenShift documentation.Network requirementsCommercialFedRAMPCommercialAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.datadoghq.com: This URL is used to collect some of the logs from Edge for issue diagnosis. We do not send JDBC driver logs from Edge to Datadog. https://*.repository.collibra.io: This URL serves as the primary source for downloading the latest Edge docker images from Collibra's docker registry and helm-chart repository.If the allowlist does not accept wildcards:https://repository.collibra.iohttps://edge-docker-delivery.repository.collibra.iohttps://mirror-docker.repository.collibra.iohttps://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics and traces for monitoring the health and usage of Edge sites.Access to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.        If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.      The resolve configuration file of your Linux host has maximum three search domains and two name servers.FedRAMPAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.ddog-gov.comhttps://*.artifactory-gov2prod.collibra.com/If the allowlist does not accept wildcards:https://artifactory-gov2prod.collibra.comhttps://edge-docker-delivery.artifactory-gov2prod.collibra.comAccess to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.The resolve configuration file of your Linux host has maximum three search domains and two name servers.AKS requirementsYou can install the Edge software on managed Kubernetes clusters.AKS 1.27, 1.28, 1.29, 1.30, 1.31, and 1.32 are supported for new Edge sites.You can migrate an existing k3s or EKS Edge site to a new managed Kubernetes cluster by following the Managed Kubernetes reinstallation steps using the Edge CLI method. You can't migrate from an existing Edge site to a new cluster using the Helm chart method.Software requirementsA Linux server for x86_64 architecture where bash is available. This is the server from which you install the Edge software on AKS. This server will also contain the Edge tools.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a valid kubeconfig file that contains the following: A user/service account with a role scoped to the collibra-edge namespace.The rules within the role must at minimum be set to *.You need to set each rules’ value to “*” because the apiVersions and resources rules can change or be deprecated at any point within Kubernetes. Setting these values to “*” ensures that your Edge site remains compatible with the latest versions of Kubernetes. If the role has stricter permissions, your site may experience breaking changes that will require reinstallation.apiVersion: rbac.authorization.k8s.io/v1 kind: Role metadata: name: edge-namespace-role namespace: collibra-edge rules: - apiGroups: [*] resources: [*] verbs: [*] --- apiVersion: rbac.authorization.k8s.io/v1 kind: RoleBinding metadata: name: edge-namespace-rb namespace: collibra-edge subjects: - kind: User name: username> # The user that will perform the installation namespace: collibra-edge roleRef: apiGroup: rbac.authorization.k8s.io kind: Role name: edge-namespace-roleHelm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Helm (v3).You must have yq version 4.18.1 or later, and jq installed on your Linux machine. You must have a kubeconfig file with plain cluster_admin kubectl access to the EKSAKSAWS Fargae using EKSOpenShiftGKE cluster. This kubeconfig file is used to create the Custom Resource Definitions (CRDs) and namespace required for the Edge site.The only thing that should be running inside of the dedicated namespace in the shared cluster is the Edge site. We do not support running third-party components, such as service mesh, inside of the Edge site's dedicated namespace.The kubeconfig environment variable must be set to a kubeconfig that has plain cluster_admin kubectl access to the cluster.Ensure your Kubectl client is compatible with the relevant AKS version.Hardware requirementsYou need an operational AKS cluster with at least 1 worker node. The cluster must meet the following requirements:The total cluster capacity has at least 16 core CPU and 64 GB memory, for example, 2 worker nodes each with 8 core CPU and 32 GB or 4 work nodes each with 4 core CPU and 16 GB.Each worker node needs at least 100 GB free disk space to store Docker images, logs, and ephemeral cluster data.We recommend you have at least 2 worker nodes in the AKS cluster. At this time, Edge site installations on AKS clusters are only compatible with nodes running Linux-based operating systems. For more information about the currently supported Linux OS for AKS clusters, go to the Azure documentation about Azure Kubernetes core concepts.Network requirementsCommercialFedRAMPCommercialAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.datadoghq.com: This URL is used to collect some of the logs from Edge for issue diagnosis. We do not send JDBC driver logs from Edge to Datadog. https://*.repository.collibra.io: This URL serves as the primary source for downloading the latest Edge docker images from Collibra's docker registry and helm-chart repository.If the allowlist does not accept wildcards:https://repository.collibra.iohttps://edge-docker-delivery.repository.collibra.iohttps://mirror-docker.repository.collibra.iohttps://otlp-http.observability.collibra.dev/: This URL is used to ingest metrics and traces for monitoring the health and usage of Edge sites.Access to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.        If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.      The resolve configuration file of your Linux host has maximum three search domains and two name servers.FedRAMPAn Edge site needs outbound connections to all of the following:The URL of your Collibra Platform environment.https://http-intake.logs.ddog-gov.comhttps://*.artifactory-gov2prod.collibra.com/If the allowlist does not accept wildcards:https://artifactory-gov2prod.collibra.comhttps://edge-docker-delivery.artifactory-gov2prod.collibra.comAccess to all data sources you need to connect to your Edge sites.Your Edge site has to be able to connect to port 443.Set the Linux system value for IP forwarding to 1: net.ipv4.ip_forward=1If IP forwarding is turned off (net.ipv4.ip_forward=0), your Edge site may become unhealthy. Follow the steps in this Support article to turn IP forwarding on.If you intend to use a man-in-the-middle (MITM) proxy, you need to add the specific truststores customization to the ca.pem, because Edge does not use the host TLS trustsore. For more information, go to Configure a forward proxy.The resolve configuration file of your Linux host has maximum three search domains and two name servers.For the network requirements specific to creating a technical lineage, go to Lineage harvester system requirements.Whats nextCreate an Edge site in Collibra Platform.Install an Edge site and learn more about which upgrade method you should select for your Edge site.Optionally, you can configure your own private docker registry.Optionally, you can set up a Vault integration.Create an Edge site connection.Create an Edge site capability.Create an Edge siteAs jobs are run on an Edge site, rather than on the Collibra platform, creating an Edge site allows you to have a processing runtime at your own premises.PrerequisitesYou have a global role that has the Manage Edge sites global permission.Your server meets all system requirements.You have enabled database registration via Edge in Collibra Console.              You must restart the Collibra Platform service when you have enabled this option. Steps    On the main toolbar, click   →   Settings.The Settings page opens.    Click Edge.The Edge sites overview opens.Above the table, to the right, click Create Site.The Create Edge site wizard starts.Enter the required information.FieldDescriptionSite NameThe name of the Edge site. Use a meaningful name, for example NetherlandsDataCentre1. Do not use spaces or special characters.This field is mandatory and the name must be globally unique.DescriptionThe description of the Edge site. We recommend to put at least basic location information of the Edge site.This field is mandatory.Select the Upgrade Mode for this Edge site.Click Create Site.The Edge sites overview appears, including the new Edge site with the status To be installed.What's next?You can now install the Edge site, or if necessary, first configure a forward proxy.Install an Edge siteAfter you have created the Edge site in Collibra Platform, you have to install the Edge software on a server.Every time you download an Edge site installer, the previously downloaded Edge site installer becomes outdated. If you use this outdated installer, the Edge site cannot communicate with Collibra.K3SManaged KubernetesPrerequisitesYou have a global role with the Install Edge sites and the User Administration global permission, for example Edge site administrator.You have created an Edge site.You have configured the forward proxy, if a forward proxy is required for Edge to connect to Collibra, Datadog, OpenTelemetry and jFrog. Contact your network administrator if this is applicable.Your server meets all system requirements. You will install your Edge site on a supported Kubernetes cluster.StepsDownload the installer:Open a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.Click Download Installer.When you download the installer, an Edge user is automatically created in Collibra.Depending on your operating system and browser, follow the regular steps for downloading files.The installer file is a TGZ archive that contains the files proxy.properties, properties.yaml and registries.yaml.If you download an installer, the previously downloaded Edge site installer becomes invalid.Extract the TGZ archive on the server on which you want to install the Edge site software.tar -xf <edge-site-id>-installer.tgzKeep the installer or the contents of the extracted installer in a secure location on your server. These contents contain various tools that you may need later, for example to troubleshoot issues.If you want to run a script or executable file from the extracted directory, ensure that the directory is not mounted as noexec. If a directory is mounted as noexec, scripts and executable files will be prevented from being run within the directory. From inside the extracted TGZ archive directory, run the k3s installer script, including any additional flags you may need to configure. For example, if you want to configure a forward proxy or use a private docker registry for your Edge site.If the Edge site has to connect via a forward HTTP proxy, then first configure the forward proxy before executing the installation.sudo sh install-master.sh properties.yaml -r registries.yamlFlagDescription--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the sudo ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.In the Edge sites overview, you can see the status of the deployment.        Run the following commands to verify the status of the installation.To ensure that Kubernetes is running and that there is an existing node: sudo /usr/local/bin/kubectl get nodesTo ensure the state of all pods are installed and running: sudo /usr/local/bin/kubectl get pods --all-namespacesThe default Edge CLI method is an easier solution for installing your Edge site via the Edge CLI. Edge creates the cluster level objects, such as namespaces and priority classes for you. This method can be used for both dedicated and shared clusters.The restrictive Edge CLI method allows you or your company to create the cluster level objects, such as namespaces and priority classes, for your Edge site. This method may be required if your company has security requirements or process that do not allow Edge sites to create the cluster level objects for you. This method can be used for both dedicated and shared clusters.Collibra Support will not assist with custom Helm or Kubernetes configurations. The following steps are an example, and any assistance for configurations or issues outside of these steps is unsupported. We recommend using the Edge CLI method for managed Kubernetes installations. A common example of custom Helm configurations is, but not limited to, using an unsupported private repository. At this time, we only support a JFrog repository.PrerequisitesYou have a global role with the Install Edge sites and the User Administration global permission, for example Edge site administrator.You have created an Edge site.You have configured the forward proxy, if a forward proxy is required for Edge to connect to Collibra, Datadog, OpenTelemetry and jFrog. Contact your network administrator if this is applicable.Your server meets all system requirements. You will install your Edge site on a supported Kubernetes cluster.You must have namespace level access to the Kubernetes cluster where you want to install your Edge site.You must have admin level access to your the Kubernetes cluster where you want to install your Edge site.You must have admin privileges to create the collibra-edge namespace, priority classes, and CRD’s when executing the install script. You must run the following commands on a virtual machine where yq version 4.18.1 or later, and jq can be executed. StepsDownload the installer:Open a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.Click Download Installer.When you download the installer, an Edge user is automatically created in Collibra.Depending on your operating system and browser, follow the regular steps for downloading files.The installer file is a TGZ archive that contains the files proxy.properties, properties.yaml, and registries.yaml.If you download an installer, the previously downloaded Edge site installer becomes invalid.Extract the TGZ archive on the server on which you want to install the Edge site.tar -xf <edge-site-id>-installer.tgzKeep the installer or the contents of the extracted installer in a secure location on your server. These contents contain various tools that you may need later, for example to troubleshoot issues.If you want to run a script or executable file from the extracted directory, ensure that the directory is not mounted as noexec. If a directory is mounted as noexec, scripts and executable files will be prevented from being run within the directory.Set the EDGE_INSTALLER_PATH environment variable to the path of the root of the extracted installer.Go to the extracted installer and run pwd.The result should look similar to this:/path/to/installer/installer-111e8a59-b842-4f57-970c-32aa72000598Set the environment variable to the result: export EDGE_INSTALLER_PATH=/path/to/installer/installer-111e8a59-b842-4f57-970c-32aa72000598Run the following command to confirm that the Kubeconfig environment variable has been set to a valid kubeconfig:echo $KUBECONFIG Deploy cluster level objects:Create the namespace for collibra-edge.Clusters that have more than one Edge site installed must have unique namespaces.Copy the following command, replacing <my-namespace> with a unique name for the namespace: apiVersion: v1kind: Namespacemetadata: labels:  pod-security.kubernetes.io/enforce: baseline  pod-security.kubernetes.io/enforce-version: v1.27name: <my-namespace>Store this copied yaml into a new file called collibra-edge-ns.yaml.Create the namespace using kubectl: kubectl apply -f collibra-edge-ns.yaml <my-namespace>Throughout the remaining installation steps, replace <my-namespace> in the provided commands with this new namespace name. Example commands will have edge-namespace as an example namespace name.    If you are using an Openshift cluster, deploy Security Context Constraints (SCC) which provide Edge service accounts with the required permissions. Create the SCC file, for example, edge-scc-minimal.yaml, and paste the following information into it: apiVersion: security.openshift.io/v1kind: SecurityContextConstraintsmetadata: name: edge-scc-documentedallowHostDirVolumePlugin: falseallowHostIPC: falseallowHostNetwork: falseallowHostPID: falseallowHostPorts: falseallowPrivilegeEscalation: falseallowPrivilegedContainer: falseallowedCapabilities: []allowedUnsafeSysctls: []defaultAddCapabilities: []fsGroup: type: MustRunAspriority: nullreadOnlyRootFilesystem: truerequiredDropCapabilities: []runAsUser: type: MustRunAs uid: 1000seLinuxContext: type: MustRunAs seLinuxOptions:  level: s0  role: system_r  type: container_t  user: system_useccompProfiles: - 'runtime/default'supplementalGroups: type: MustRunAs# who can use itusers: []groups: [system:authenticated]Create the SCC-role file, for example, edge-scc-role-minimal.yaml, and paste the following information into it: # File: edge-scc-role-minimal.yamlapiVersion: rbac.authorization.k8s.io/v1kind: Rolemetadata: name: edge-scc-minimalrules:- apiGroups: - security.openshift.io resourceNames: - edge-scc-minimal resources: - securitycontextconstraints verbs: - use---apiVersion: rbac.authorization.k8s.io/v1kind: RoleBindingmetadata: name: edge-scc-minimalsubjects:- kind: Group name: system:serviceaccounts apiGroup: rbac.authorization.k8s.ioroleRef: kind: Role name: edge-scc-minimal apiGroup: rbac.authorization.k8s.io Deploy both the SCC and SCC-role files: kubectl apply -f edge-scc-minimal.yamlkubectl apply -f edge-scc-role-minimal.yaml -n <my-namespace>For all cluster types, deploy priority classes:kubectl apply -f resources/custom/priorityclass.yaml Run one of the following installation commands on the machine that has the Kubernetes cluster connection: You can install your Edge site with either terminal logging or terminal and file logging. Both options log the output of your Edge site installation. Terminal logging only saves the output to the Edge terminal.Terminal and file logging saves the output both to the terminal and a separate file. This file will be saved in the current directory with the naming format: edge-installer-$(date +%Y-%m-%d_%H-%M-%S).log./edgecli install -n <my-namespace>Additional installation flags:FlagDescription-n <my-namespace>If you created a custom namespace, add -n <my-namespace> to the command. For example: ./edgecli install -n <my-namespace>--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --is-openshiftIf you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the installation command to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:--registry-host edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the installation script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following --set flags, to the installation script:--set global.priorityClassName.platform=<priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--set global.priorityClassName.application=<priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--set global.priorityClassName.job=<priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--set global.priorityClassName.platform=critical-priority --set global.priorityClassName.application=high-priority --set global.priorityClassName.job=low-priority./edgecli install -n edge-namespace --is-openshift --registry-url https://private-docker.registry.com --registry-user user1 --registry-pass pass12./edgecli install -n <my-namespace> 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logAdditional installation flags:FlagDescription-n <my-namespace>If you created a custom namespace, add -n <my-namespace> to the command. For example: ./edgecli install -n <my-namespace>--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --is-openshiftIf you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the installation command to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:--registry-host edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the installation script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following --set flags, to the installation script:--set global.priorityClassName.platform=<priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--set global.priorityClassName.application=<priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--set global.priorityClassName.job=<priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--set global.priorityClassName.platform=critical-priority --set global.priorityClassName.application=high-priority --set global.priorityClassName.job=low-priority./edgecli install -n edge-namespace --is-openshift --registry-url https://private-docker.registry.com --registry-user user1 --registry-pass pass12 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logIn the Edge sites overview, you see the status of the installation.        Run the following command to verify the status of the installation.kubectl get pods -n <my-namespace>Download the installer:Open a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.Click Download Installer.When you download the installer, an Edge user is automatically created in Collibra.Depending on your operating system and browser, follow the regular steps for downloading files.The installer file is a TGZ archive that contains the files proxy.properties, properties.yaml, and registries.yaml.If you download an installer, the previously downloaded Edge site installer becomes invalid.Extract the TGZ archive on the server on which you want to install the Edge site.tar -xf <edge-site-id>-installer.tgzKeep the installer or the contents of the extracted installer in a secure location on your server. These contents contain various tools that you may need later, for example to troubleshoot issues.If you want to run a script or executable file from the extracted directory, ensure that the directory is not mounted as noexec. If a directory is mounted as noexec, scripts and executable files will be prevented from being run within the directory.Set the EDGE_INSTALLER_PATH environment variable to the path of the root of the extracted installer.Go to the extracted installer and run pwd.The result should look similar to this: /path/to/installer/installer-111e8a59-b842-4f57-970c-32aa72000598Set the environment variable to the result:export EDGE_INSTALLER_PATH=/path/to/installer/installer-111e8a59-b842-4f57-970c-32aa72000598Run the following command to confirm that the Kubeconfig environment variable has been set to a valid kubeconfig:echo $KUBECONFIG If you intend to have multiple Edge sites in your Kubernetes cluster, you must give each Edge site a unique namespace.Copy the following command, replacing <my-namespace> with a unique name for the namespace: apiVersion: v1kind: Namespacemetadata: labels:  pod-security.kubernetes.io/enforce: baseline  pod-security.kubernetes.io/enforce-version: v1.27name: <my-namespace>Store this copied yaml into a new file called collibra-edge-ns.yaml.Create the namespace using kubectl: kubectl apply -f collibra-edge-ns.yaml <my-namespace>Throughout the remaining installation steps, add this new namespace to the provided commands.     If you are using an Openshift cluster, deploy Security Context Constraints (SCC) which provide Edge service accounts with the required permissions. Create the SCC file, for example, edge-scc-minimal.yaml, and paste the following information into it: apiVersion: security.openshift.io/v1kind: SecurityContextConstraintsmetadata: name: edge-scc-documentedallowHostDirVolumePlugin: falseallowHostIPC: falseallowHostNetwork: falseallowHostPID: falseallowHostPorts: falseallowPrivilegeEscalation: falseallowPrivilegedContainer: falseallowedCapabilities: []allowedUnsafeSysctls: []defaultAddCapabilities: []fsGroup: type: MustRunAspriority: nullreadOnlyRootFilesystem: truerequiredDropCapabilities: []runAsUser: type: MustRunAs uid: 1000seLinuxContext: type: MustRunAs seLinuxOptions:  level: s0  role: system_r  type: container_t  user: system_useccompProfiles: - 'runtime/default'supplementalGroups: type: MustRunAs# who can use itusers: []groups: [system:authenticated]Create the SCC-role file, for example, edge-scc-role-minimal.yaml, and paste the following information into it: # File: edge-scc-role-minimal.yamlapiVersion: rbac.authorization.k8s.io/v1kind: Rolemetadata: name: edge-scc-minimalrules:- apiGroups: - security.openshift.io resourceNames: - edge-scc-minimal resources: - securitycontextconstraints verbs: - use---apiVersion: rbac.authorization.k8s.io/v1kind: RoleBindingmetadata: name: edge-scc-minimalsubjects:- kind: Group name: system:serviceaccounts apiGroup: rbac.authorization.k8s.ioroleRef: kind: Role name: edge-scc-minimal apiGroup: rbac.authorization.k8s.io Deploy both the SCC and SCC-role files: kubectl apply -f edge-scc-minimal.yamlkubectl apply -f edge-scc-role-minimal.yaml -n <my-namespace>Run one of the following installation commands on the machine that has the Kubernetes cluster connection: You can install your Edge site with either terminal logging or terminal and file logging. Both options log the output of your Edge site installation. Terminal logging only saves the output to the Edge terminal.Terminal and file logging saves the output both to the terminal and a separate file. This file will be saved in the current directory with the naming format: edge-installer-$(date +%Y-%m-%d_%H-%M-%S).log./edgecli installFlagDescription-n <my-namespace>If you created a custom namespace, add -n <my-namespace> to the command. For example: ./edgecli install -n <my-namespace>--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --is-openshiftIf you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the installation command to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:--registry-host edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the installation script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following --set flags, to the installation script:--set global.priorityClassName.platform=<priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--set global.priorityClassName.application=<priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--set global.priorityClassName.job=<priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--set global.priorityClassName.platform=critical-priority --set global.priorityClassName.application=high-priority --set global.priorityClassName.job=low-priority./edgecli install --is-openshift --registry-url https://private-docker.registry.com --registry-user user1 --registry-pass pass12./edgecli install 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logFlagDescription-n <my-namespace>If you created a custom namespace, add -n <my-namespace> to the command. For example: ./edgecli install -n <my-namespace>--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --is-openshiftIf you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the installation command to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:--registry-host edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the installation script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following --set flags, to the installation script:--set global.priorityClassName.platform=<priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--set global.priorityClassName.application=<priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--set global.priorityClassName.job=<priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--set global.priorityClassName.platform=critical-priority --set global.priorityClassName.application=high-priority --set global.priorityClassName.job=low-priority./edgecli install --is-openshift --registry-url https://private-docker.registry.com --registry-user user1 --registry-pass pass12 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logIn the Edge sites overview, you see the status of the installation. Run the following command to verify the status of the installation.kubectl get pods -n collibra-edgeDownload the installer:Open a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.Click Download Installer.When you download the installer, an Edge user is automatically created in Collibra.Depending on your operating system and browser, follow the regular steps for downloading files.The installer file is a TGZ archive that contains the files proxy.properties, properties.yaml, and registries.yaml.If you download an installer, the previously downloaded Edge site installer becomes invalid.Extract the TGZ archive directory on the server on which you want to install the Edge site.tar -xf <edge-site-id>-installer.tgzKeep the installer or the contents of the extracted installer in a secure location on your server. These contents contain various tools that you may need later, for example to troubleshoot issues.If you want to run a script or executable file from the extracted directory, ensure that the directory is not mounted as noexec. If a directory is mounted as noexec, scripts and executable files will be prevented from being run within the directory.From inside the extracted TGZ archive directory , run the helm installer prerequisite script, including any additional helm install script flags you may need to configure. For example, if you want to use a custom namespace or install your Edge site on an OpenShift cluster.   Collibra-edge is the single helm chart containing the Edge site. The following prerequisites are handled in 1 execution step via a bash script: Cluster scoped resourced, such as namespace, priority classes, and, if you have an OpenShift cluster, SCC, must be installed on the managed Kubernetes cluster.Secrets, such as repository access for Collibra and Datadog, must be preprocessed and installed.Forward proxy and custom ca information must be preprocessed in order for proxy.properties and ca.pem to be installed in the managed Kubernetes cluster.Many helm chart values are generated in the site-values.yaml file based on the optional flags added to the install prerequsite script. This means you don't manually have to specify this information in the installation script.sh collibra-edge-helm-chart/helm-install-prerequisites.sh --namespace <my-namespace> --installer .When you run the installation command, a list of all of these flags are listed. When you run the full command, every command and property run is listed.FlagDescription--installer <path_to_extracted_installer> This property is required for all Edge site installationsThe path to the downloaded, extracted Edge installer.--namespace <my-namespace> The identifier of the Edge site. If you are installing multiple Edge sites in the same Kubernetes cluster, each Edge site namespace must be unique. For example, --namespace edge-namespace.If you do not specify a namespace, the default collibra-edge namespace is used.Throughout the remaining installation steps, replace <my-namespace> in the provided scripts with this new namespace name. Example scripts will have edge-namespace as an example namespace name.--is-openshift If you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--proxyIf you are using a forward proxy, add this flag to the install prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the Edge installer, you must: Add your proxy properties to a folder relative to the Edge installer.Add the file path of the proxy properties file, relative to the Edge installer, to the install prerequisite script. For example, if you added the proxy properties file to a folder called proxy within the Edge installer folder, add the following to the script:--proxy proxy/myproxy.properties--ca If you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the install prerequisite script.If your custom certificate is not in the default ca.pem file in the root of the Edge installer, you must: Add your certificate file to a folder relative to the Edge installer.Add the file path of the custom certificate file, relative to the Edge installer, to the installation prerequisite script. For example, if you added the custom certificate file to a folder called mycerts within the Edge installer folder, add the following to the script:--ca mycerts/certs.pem--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the install prerequisite script to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the install prerequisite script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the install prerequisite script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the install script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following priority class name flags, to the install script:--global.priorityClassName.platform <priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--global.priorityClassName.application <priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--global.priorityClassName.job <priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--use-custom-priority-class --global.priorityClassName.platform critical-priority --global.priorityClassName.application high-priority --global.priorityClassName.job low-priorityInstall your Edge site using the Helm installer script:helm install collibra-edge collibra-edge-helm-chart/collibra-edge -n <my-namespace> --values site-values.yamlReplace <my-namepsace> with your Edge site namespace.If you need to review the default collibra-edge chart values included when you run the Helm installer script, you can either inspect the values.yaml or README.md files in ./collibra-edge-helm-chart/collibra-edge. If you need to override, manually add the value to the command using the --set flag.Configure a forward proxyYou can configure a forward HTTP proxy when you install your Edge site. We support 2 kinds of forward proxy configuration:Explicit proxyTransparent ProxyFor more information, go to Supported forward proxy configurations for Edge.For direct forward proxy configurations, complete steps 1-3 to update proxy.properties before installing the Edge site.For traffic intercepting configurations, such as a Man-in-the-Middle (MITM) proxy, complete all 4 steps to configure the forward proxy and enable the MITM proxy.StepsDownload the Edge site installer:Open a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.Click Download Installer.Depending on your operating system and browser, follow the regular steps for downloading files.The installer file is a TGZ archive that contains the files proxy.properties, properties.yaml and registries.yaml.If you download an installer, all previously downloaded installers become invalid.Extract the TGZ archive on the server on which you want to install the Edge site.        tar -xf <edge-site-id>-installer.tgzKeep the installer or the contents of the extracted installer in a secure location on your server. These contents contain various tools that you may need later, for example to troubleshoot issues.If you want to run a script or executable file from the extracted directory, ensure that the directory is not mounted as noexec. If a directory is mounted as noexec, scripts and executable files will be prevented from being run within the directory.Open the proxy.properties file.Remove the # symbol from the following lines to uncomment and update the outbound-proxy properties:         #noProxy=<host IP addresses>,<host DNS names>,<k8s-svc-ip-addresses>,<k8s-pod-ip-addresses,<others> #proxyHost=<proxy domain name or IP address>#proxyPort=<proxy-port> #proxyUsername=<proxy username> #proxyPassword=<proxy password>SettingValuenoProxyA comma-separated list of IP or DNS addresses that can bypass the proxy server. This list must include at least the Kubernetes cluster's internal IP addresses and the Kubernetes nodes' IP and DNS addresses.The list may not contain spaces.To get the values for this setting, you can use the edge-get-noproxy.sh script, which you can find in the extracted installer directory under /resources/tools. However, make sure that your network administrator reviews these values.where:<host-ip-addresses>: for example 172.20.0.0/16.<host-dns-names>: for example *.compute.internal.<k8s-svc-ip-addresses>: is by default 10.43.0.0/16, but this can differ for other k8s flavors or configurations.<k8s-pod-ip-addresses>: is by default 10.42.0.0/16, but this can differ for other k8s flavors or configurations.<others>: other IP addresses that don't need to be proxied. Add at least 169.254.169.254. for AWS.noProxy=172.20.0.0/16,*.compute.internal,10.43.0.0/16,10.42.0.0/16,169.254.169.254proxyHostThe IP or DNS address of the proxy server.proxyHost=site4-proxy.shared.edge.collibra.devproxyPortThe TCP port of the proxy server. This value must be a quoted string and not an integer value.proxyPort=3128proxyUsernameThe username to authenticate at the proxy server.proxyUsername=edge Usernames with single quotations ', double quotations , and backslashes \ need to be escaped using an additional backslash. For example, if the username is ge'smith\, it would need to be entered into proxy.properties as username: ge\'smith\\.            proxyPasswordThe password to authenticate at the proxy server.proxyPassword=la;fs90jpo4j3rR%Passwords with single quotations ', double quotations , and backslashes \ need to be escaped using an additional backslash. For example, if the password is test\1234', it would need to be entered into proxy.properties as password: te\st\\1234\'.If you are installing your Edge site on a managed Kubernetes cluster, and you add a new node to a cluster, you should review and update, if necessary, the noProxy and implicitly forward proxy settings, unless the subnet used for nodes and their DNS suffix are added to noProxy. Optional, if you want to enable Edge via a MITM proxy (a forward proxy that decrypts TLS traffic), follow the steps below: On-the-fly TLS certificates that are generated by the MITM proxy must use the subjectAltName (SAN) extension.Export your proxy server's CA certificate in PEM format.When using your own ca.pem file be sure to only include the certificate or certificate chain of the MITM proxy. A custom ca.pem file cannot exceed 100kb.Save this certificate as ca.pem in the same directory as the Edge site installer.If you save the certificate in another directory, use the --ca argument in the Edge site installation command. Run the install command for your Edge site, beginning from step 3.What's next?If this is a new installation, install the Edge site.If you use a MITM proxy and the ca.pem has changed or was not included in the initial Edge site installation, you must reinstall your Edge site.If you want to update the forward proxy afterwards, you can use the update script.Supported forward proxy configurations for EdgeFor security reasons, you may need your Edge site to connect to cloud services via a forward HTTP proxy. You can configure this forward proxy during the Edge site installation process. We support the following forward proxy configurations:Explicit proxyTransparent ProxyFor either type of forward proxy, you can have one of the following configurations:A direct, end-to-end encrypted communication between Edge and your Collibra Platform, and Edge and your data sources. This communication is encrypted using standard TLS encryption protocol. By default, Edge only trusts certificates signed by a Public Certificate Authority. A traffic intercepting configuration, such as a Man-in-the-Middle (MITM) proxy, which allows your proxy to inspect the communication between Edge and your Collibra Platform, and Edge and your data sources. With this configuration, your proxy needs to be able to decrypt and re-encrypt the communication. In order to do this, you must add private certificates signed by a Private Certificate Authority to your Edge site truststore.Explicit proxyThere are two options when you configure an explicit forward proxy for Edge:A direct explicit proxy. This is a proxy in your network that requires you to configure a specific proxy argument and forwards data from your Edge site to your Collibra Platform. If you want to use a direct explicit proxy, you must add the --proxy flag to the Edge site installation script.A man-in-the-middle (MITM) explicit proxy. This is a proxy server that stops all incoming, internal traffic based on your specific proxy argument and decrypts it, before forwarding it. An example of this type of proxy is a Squid proxy with SSLBump. If you want to use a MITM explicit proxy, you must add the --proxy and --ca flags to the Edge site installation script.Transparent proxyThere are two options when you configure a transparent forward proxy for Edge:A direct transparent proxy. This is a proxy server in your network that forwards data from your Edge site to your Collibra Platform. You don't need to configure anything for this type of forward proxy.A man-in-the-middle (MITM) transparent proxy. This is a proxy that stops all incoming, internal traffic and decrypts it, before forwarding it. An example of this type of proxy is an AWS TLS Inspection. If you want to use a MITM transparent proxy, you must add the --ca flag to the Edge site installation script.Reinstall an Edge siteYou always reinstall an Edge site by restoring a backup of that Edge site. Reinstallation may be necessary to resolve an issue or to upgrade the software included in the Edge site installer.If you have any existing connections, we highly recommend backing up your site and reinstalling the site from the backup. If you do not use a backup, you will need to manually re-enter passwords, encrypted text parameters, and any file parameters in each connection to restore full functionality.This process is certified for restoring an Edge site to the Collibra environment on which the site was originally created, for example, restoring Development to Development or Production to Production. The process is not certified or tested for promoting an Edge site migration from one environment to another, for example, from Development to Production. These types of migrations require the reinstallation of the Edge application each time the migration is promoted.Reinstall an Edge site on K3SReinstall an Edge site on managed KubernetesStepsBack up your current Edge site. On the server that runs your Edge site, run the following command:sudo ./edgecli recovery backup --path <backup_path>Edge creates a backup of your Edge site in the selected folder of the command. If you are reusing the same server as your old Edge site:Use the Edge tool command to uninstall the old installation.Run the following Edge command from any location on the server Edge is installed on: uninstall-edge.sh --remove-local-dataRecreate the Linux disk mount for the /var/lib/rancher/k3s directory.Create /var/lib/rancher/k3s with mkdir -p /var/lib/rancher/k3sMount the disk with mount -aDelete the contents with rm -rf /var/lib/rancher/k3s/*This is the default installation path. If it is not created as a separate mount point after following the steps above, the installation will use 50 GB of disk space from either /var, or if not present, the root level of the drive.Redownload the installer.Go to the Edge site page in your Edge enviornment.Click Site Actions.Click Redownload Installer.Review and check the required acknowledgment checkbox.Click Download Installer.Save the new installer to your server where the old installer was saved.This is a new installer for your Edge site. The previous installer will no longer work.Extract the downloaded installer to an empty folder. tar -xf installer-<edge-site-id>.tgzKeep the installer or the contents of the extracted installer in a secure location on your server. These contents contain various tools that you may need later, for example to troubleshoot issues.If you want to run a script or executable file from the extracted directory, ensure that the directory is not mounted as noexec. If a directory is mounted as noexec, scripts and executable files will be prevented from being run within the directory.Reinstall using the new installer with the backup option, including any additional installation scripts:sudo sh install-master.sh properties.yaml -r registries.yaml -b <backup_path>FlagDescription--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the sudo ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.sudo sh install-master.sh properties.yaml -r registries.yaml -b backup.yaml --registry-url https://private-docker.registry.com --registry-user user1 --registry-pass pass12The default Edge CLI method is an easier solution for installing your Edge site via the Edge CLI. Edge creates the cluster level objects, such as namespaces and priority classes for you. This method can be used for both dedicated and shared clusters.The restrictive Edge CLI method allows you or your company to create the cluster level objects, such as namespaces and priority classes, for your Edge site. This method may be required if your company has security requirements or process that do not allow Edge sites to create the cluster level objects for you. This method can be used for both dedicated and shared clusters.Collibra Support will not assist with custom Helm or Kubernetes configurations. The following steps are an example, and any assistance for configurations or issues outside of these steps is unsupported. We recommend using the Edge CLI method for managed Kubernetes installations. A common example of custom Helm configurations is, but not limited to, using an unsupported private repository. At this time, we only support a JFrog repository.You can reinstall your Edge site on a managed Kubernetes cluster by using the Edge CLI tool.StepsBack up your current Edge site. On the server from which you manage your managed Kubernetes cluster, run the following command:./edgecli recovery backup --path <backup_path>Edge creates a backup of your Edge site in the defined folder of the last command.Redownload the installer and save it on your Linux server that has kubectl access to the k8s cluster.Go to the Edge site page in your Edge environment.Click Site Actions.Click Redownload Installer.Review and check the required acknowledgment checkbox.Click Download Installer.Save the new installer to your server where the old installer was saved. This is a new installer for your Edge site. The previous installer no longer works.Extract the downloaded installer to an empty folder.tar -xf installer-<edge-site-id>.tgzKeep the installer or the contents of the extracted installer in a secure location on your server. These contents contain various tools that you may need later, for example to troubleshoot issues.If you want to run a script or executable file from the extracted directory, ensure that the directory is not mounted as noexec. If a directory is mounted as noexec, scripts and executable files will be prevented from being run within the directory.Use the Edge uninstall command, depending on your Edge site installation method, to uninstall the old installation.If you installed your Edge site using the previous method, follow the path inside the extracted installer and run the following command: extracted installer>/resources/installer-job/tools/uninstall-edge-on-managed-k8s.shIf you installed your Edge site using the Edge CLI method, run one of the following command:./edgecli uninstallOptional, if you used a custom namespace, you must add -n <my-namespace> to the command, replacing <my-namespace> with your custom Edge site namespace. Example:./edgecli uninstall -n <my-namespace>./edgecli uninstall 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logOptional, if you used a custom namespace, you must add -n my-namespace> to the command, replacing my-namespace> with your custom Edge site namespace. Example./edgecli uninstall 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).log -n my-namespace If you use a custom setup, such as proxy.properties and ca.pem for forward proxies or classification, ensure that it is available or included as it was in the previous setup.Reinstall using the new installer and backup: You can install your Edge site with either terminal logging or terminal and file logging. Both options log the output of your Edge site installation. Terminal logging only saves the output to the Edge terminal.Terminal and file logging saves the output both to the terminal and a separate file. This file will be saved in the current directory with the naming format: edge-installer-$(date +%Y-%m-%d_%H-%M-%S).log./edgecli install -b backupAdd additional flags to the install command as needed. For example, if you have a custom namespace or want to use a private docker registry: FlagDescription-n <my-namespace>If you created a custom namespace, add -n <my-namespace> to the command. For example: ./edgecli install -n <my-namespace>--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --is-openshiftIf you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the installation command to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:--registry-host edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the installation script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following --set flags, to the installation script:--set global.priorityClassName.platform=<priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--set global.priorityClassName.application=<priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--set global.priorityClassName.job=<priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--set global.priorityClassName.platform=critical-priority --set global.priorityClassName.application=high-priority --set global.priorityClassName.job=low-priority./edgecli install -b backup --registry-url https://private-docker.registry.com --registry-user user1 --registry-pass pass12 ./edgecli install -b backup 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logAdd additional flags to the install command as needed. For example, if you have a custom namespace or want to use a private docker registry: FlagDescription-n <my-namespace>If you created a custom namespace, add -n <my-namespace> to the command. For example: ./edgecli install -n <my-namespace>--proxyIf you are using a forward proxy, add this flag to the installation prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the installer, you must add the file path the installation prerequisite script. For example:--proxy temp/proxy/proxyproperties--caIf you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the installation prerequisite script.If your custom certificate are not in the default ca.pem file in the root of the installer, you must add the file path the installation prerequisite script. For example:--ca temp/certsYou can also use this flag to add a custom certificate for data sources. Your data source may require the injection of a custom certificate in order to connect with your Edge site. This custom certificate is typically signed by a private, untrusted Certificate Authority, and therefore must be added to your Edge site truststore. As you may not have a list of all required certificates at the time of installation, we recommend the ./edgecli config ca merge --path command shown in the Edge CLI topic.The process functions as follows:Edge and the data source connect using the data source certificate. Edge communicates the data source metadata to your Collibra Platform using a Collibra certified certificate. --is-openshiftIf you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the installation command to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-hostWhere your private docker is hosted. If you do not specify this parameter, it is automatically derived from --registry-urlFor example:--registry-host edge-docker-delivery.my-registry.docker.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the installation script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the installation script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the installation script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following --set flags, to the installation script:--set global.priorityClassName.platform=<priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--set global.priorityClassName.application=<priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--set global.priorityClassName.job=<priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--set global.priorityClassName.platform=critical-priority --set global.priorityClassName.application=high-priority --set global.priorityClassName.job=low-priority./edgecli install -b backup --registry-url https://private-docker.registry.com --registry-user user1 --registry-pass pass12 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).log Do not exclude -b backup.yaml from this command. If you exclude -b backup.yaml from the command, your Edge site will be reinstalled without your backup and previous configurations, such as passwords, encrypted text parameters, and any file parameters in each connection. Additionally, you will not be able to use that backup in any future reinstallations.Back up your current Edge site. kubectl get -n <my-namespace> secrets -l edge.collibra.com/backup -o yaml > <PATH_OF_BACKUP_FILE>PropertyDescription<my-namespace>The Edge site namespace.If your Edge site has a custom namespace, add it here. If your Edge site does not have a custom namespace, add the default namespace, collibra-edge.<PATH_OF_BACKUP_FILE>The name of the output yaml file containing your Edge site backup. For example, myBackupFile.yaml.Redownload the installer and save it on your Linux server that has kubectl access to the k8s cluster.Go to the Edge site page in your Edge environment.Click Site Actions.Click Redownload Installer.Review and check the required acknowledgment checkbox.Click Download Installer.Save the new installer to your server where the old installer was saved. This is a new installer for your Edge site. The previous installer no longer works.Extract the downloaded installer to an empty folder.tar -xf installer-<edge-site-id>.tgzKeep the installer or the contents of the extracted installer in a secure location on your server. These contents contain various tools that you may need later, for example to troubleshoot issues.If you want to run a script or executable file from the extracted directory, ensure that the directory is not mounted as noexec. If a directory is mounted as noexec, scripts and executable files will be prevented from being run within the directory.        From the extracted TGZ archive directory, run the uninstall command. For each of the following commands, replace <my-namespace> with the name of your Edge site namespace.If you installed your Edge site prior to the 2025.06 release and used the edge-cd helm chart, use the following command: sh edge-cd-helm-chart/helm-uninstall.sh --namespace <my-namespace>If you installed your Edge site from or after the 2025.06 release, using the collibra-edge helm art, use the following command: sh collibra-edge-helm-chart/helm-uninstall.sh --namespace <my-namespace>Run the following command to apply the Edge site backup file:kubectl apply -f <PATH_OF_BACKUP_FILE>From inside the extracted TGZ archive directory , run the helm installer prerequisite script, including any additional helm install script flags you may need to configure. For example, if you want to use a custom namespace or install your Edge site on an OpenShift cluster.   Collibra-edge is the single helm chart containing the Edge site. The following prerequisites are handled in 1 execution step via a bash script: Cluster scoped resourced, such as namespace, priority classes, and, if you have an OpenShift cluster, SCC, must be installed on the managed Kubernetes cluster.Secrets, such as repository access for Collibra and Datadog, must be preprocessed and installed.Forward proxy and custom ca information must be preprocessed in order for proxy.properties and ca.pem to be installed in the managed Kubernetes cluster.Many helm chart values are generated in the site-values.yaml file based on the optional flags added to the install prerequsite script. This means you don't manually have to specify this information in the installation script.sh collibra-edge-helm-chart/helm-install-prerequisites.sh --namespace <my-namespace> --installer .When you run the installation command, a list of all of these flags are listed. When you run the full command, every command and property run is listed.FlagDescription--installer <path_to_extracted_installer> This property is required for all Edge site installationsThe path to the downloaded, extracted Edge installer.--namespace <my-namespace> The identifier of the Edge site. If you are installing multiple Edge sites in the same Kubernetes cluster, each Edge site namespace must be unique. For example, --namespace edge-namespace.If you do not specify a namespace, the default collibra-edge namespace is used.Throughout the remaining installation steps, replace <my-namespace> in the provided scripts with this new namespace name. Example scripts will have edge-namespace as an example namespace name.--is-openshift If you are using an OpenShift cluster, add this flag to deploy Security Context Constraints (SCC) which provide the Edge service accounts with the required permissions.--proxyIf you are using a forward proxy, add this flag to the install prerequisite script.If your proxy properties are not in the default proxy.properties file in the root of the Edge installer, you must: Add your proxy properties to a folder relative to the Edge installer.Add the file path of the proxy properties file, relative to the Edge installer, to the install prerequisite script. For example, if you added the proxy properties file to a folder called proxy within the Edge installer folder, add the following to the script:--proxy proxy/myproxy.properties--ca If you want to use a custom certificate, for example to configure a forward man-in-the-middle proxy, add this flag to the install prerequisite script.If your custom certificate is not in the default ca.pem file in the root of the Edge installer, you must: Add your certificate file to a folder relative to the Edge installer.Add the file path of the custom certificate file, relative to the Edge installer, to the installation prerequisite script. For example, if you added the custom certificate file to a folder called mycerts within the Edge installer folder, add the following to the script:--ca mycerts/certs.pem--disable-otelIf you don't want to send your metrics and logs to Edge, add this flag to the install prerequisite script to disable OpenTelemetry.--registry-url <registry-url>The URL of your registry. Add this flag if you use a private docker registry either with or without authentication.For example:--registry-url edge-docker-delivery.repository.collibra.io--registry-user <registry-user>Your registry account username. Add this flag if you use a private docker registry with authentication.--registry-pass <registry-pass>Your registry account password. Add this flag if you use a private docker registry with authentication.--user-id <user_id>If you want to run all of your Edge site pods and containers with a specific user ID (UID), add this flag to the install prerequisite script.--group-id <group_id>If you want to run all of your Edge site pods and containers with a specific group ID (GID), add this flag to the install prerequisite script.--unset-run-as-idsIf your Edge site is installed on an OpenShift Kubernetes cluster, and you want to run all of your Edge site pods and containers from random UIDs and GIDs, add this flag to the installation script.--no-priority-class-install Don't skip priority class configuration unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you need to skip installing priority classes, add this flag to the install script. Running this flag sets all Edge site pods to the default priority (0).--use-custom-priority-class Don't configure custom priority classes unless you have an experienced Kubernetes engineer in your organization, as doing so may result in Edge site failures.If you want to configure custom priority classes for your Edge site pods, add this flag, along with the following priority class name flags, to the install script:--global.priorityClassName.platform <priority>: This flags sets the custom priority class name for Edge platform pods. This should be the highest priority class in Edge.--global.priorityClassName.application <priority>: This flag sets the custom priority class name for Edge application pods. This should be the second highest priority class in Edge.--global.priorityClassName.job <priority>:This flag sets the custom priority class name for Edge job pods. This should be the third highest priority class in Edge.--use-custom-priority-class --global.priorityClassName.platform critical-priority --global.priorityClassName.application high-priority --global.priorityClassName.job low-priorityInstall your Edge site using the Helm installer script, replacing <my-namepsace> with your Edge site namespace.:helm install collibra-edge collibra-edge-helm-chart/collibra-edge -n <my-namespace> --values site-values.yamlIf you need to review the default collibra-edge chart values included when you run the Helm installer script, you can either inspect the values.yaml or README.md files in ./collibra-edge-helm-chart/collibra-edge. If you need to override, manually add the value to the command using the --set flag.Upgrade the operating system for k3s Edge sitesWhen you have a running Edge site on bundled k3s, you can safely upgrade the operating system by following the procedure in this article.StepsBack up the Edge site.The backup is not mandatory, but highly recommended in case the upgrade of your OS would fail.Upgrade your OS.Restart the OS.Wait until the Edge site becomes healthy in the Collibra Platform user interface.TroubleshootingIf the Edge site does not become healthy after the OS upgrade, then reinstall the Edge site with a new Edge installer and the backup that you created before the OS upgrade.In Collibra, go to the Edge site you want to reinstall.    On the main toolbar, click   →   Settings.The Settings page opens.    Click Edge.The Edge sites overview opens.In the Edge site overview, click the name of an Edge site.The Edge site page appears.In the top right corner, click Site Actions → Redownload Installer.A new Edge installer is downloaded.Install the Edge site with the backup that you created earlier.install-master.sh properties.yaml -r registries.yaml-r registries.yaml -b /<path to backup file>/edge-backup.yamlWait until the Edge site becomes healthy in the Collibra Platform user interface.Upgrading an Edge siteEdge site upgrades occur on a quarterly basis for major releases, which include new features and enhancements, and on an as-needed weekly basis for minor releases, which include security and minor bug fixes. You can configure your Edge sites to either upgrade automatically whenever a new version is released, or upgrade manually in order to control when and to which version your sites are upgraded.Edge site upgrade methodsThere are two ways to upgrade your Edge site:Automatic: your Edge site automatically upgrades when a new version is available.Manual: your Edge site alerts you when a new version is available, and you can review the Software bill of materials and perform security scans before completing the upgrade. If an upgrade is mandatory, your Edge site will be in read-only mode until you upgrade the site. A mandatory upgrade is required within 3 months of the Collibra Platform quarterly release. Upgrades may become required sooner due to:Important security updates.Migrations.New feature requirements.Automatic upgradeThe Automatic mode is the default upgrade mode for Edge sites. This means that when a new Edge site version is released, you do not need to initiate the upgrade, as it will automatically be applied to your Edge site. You will only need to take action if the new version includes new software requirements or your installer becomes out-of-date. This information will be provided to you through release notes, and you can review the compatibility table to see which Edge site versions may require action, such as a reinstall for sites installed on k3s or a Kuberntes upgrade for sites installed on managed Kubernetes. For how to enable automatic upgrade mode for your Edge sites that use the manual upgrade mode, go to Enable Automatic upgrade for Edge sites.If you created an Edge site prior to the 2023.08 release, your Edge sites have Automatic upgrade enabled.Manual upgradeThe Manual upgrade mode allows you to choose when, and to which version, you want to upgrade your Edge sites. Whenever an Edge site version becomes available, a banner is displayed at the top of the page with an Upgrade Now button. After you select the version to which you want to upgrade your site, you can download the Software Bill of Materials to review and scan before beginning the upgrade.Upgrade typesThere are two types of upgrades: Optional: minor updates which occur between quarterly releases, and include security and minor bug fixes. You can choose to wait or upgrade your Edge site.Mandatory: major releases which occur on a quarterly basis, and include new features and enhancements. A mandatory upgrade is required within 3 months of the Collibra Platform quarterly release. When a mandatory upgrade becomes available and you have manual upgrades enabled for an Edge site, your site will be in read-only mode until you upgrade the site to the mandatory version. For more information, go to the Compatibility between Edge sites and Collibra Platform. This is to ensure that all Edge features are appropriately updated and compatible with Collibra.You cannot start or configure any connections or capabilities if your Edge site is in read-only mode. You must perform the mandatory upgrade or wait until an upgrade has been completed to resume full access to Edge. Your Edge site lists whether an upgrade is optional or mandatory. For how to enable manual upgrade mode for your Edge sites that use the automatic upgrade mode, go to Enable Manual upgrade for Edge sites.Software Bill of MaterialsYou can download a Software Bill of Materials (SBOM) to review the contents of an Edge site version. A SBOM is a list of images included in an Edge site version that your security team may want to perform security scans and evaluations on before your Edge site is upgraded to a new version. For more information about Edge security and scanning, go to Security scanning.You can retrieve the SBOM through one of the following methods:A REST API.Location: <hostname>/edge/api/rest/v2/releaseinfo/<edge version>/bomSelecting an upgrade version in the Edge platform.When you select a version to upgrade your Edge site to, you are provided with a link to download the SBOM, as shown in Enable Manual upgrade mode for Edge sites.The SBOM is downloaded as a zip file containing JSON files. These are in SPDX and CYCLONEDX formats which you can use as input files for your security scanning tools.Security scans report are only accepted for the most recent generally available (GA) release. For more information, go to one of the following resources:Vulnerability and scanning policyEdge security scanningCompatibility between Edge sites and Collibra PlatformWhat's next?Learn how to enable Manual or Automatic upgrade mode for your Edge sites.Learn how to perform your own security scans before upgrading to a new version of Edge if you set up a private docker registry. How to manually upgrade your Edge siteYou can either upgrade to the newest version by clicking Upgrade now on the Edge site page or manually select an available version by following the steps below:Open a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears. In the top right corner, click Site Actions → Upgrade Site. The Upgrade Edge site dialog box appears.Open the drop-down list to review available Edge site versions.Select the version from the drop-down list you want to review or upgrade to.Optional: Click the hyperlink to download the Software Bill of Materials.Click Upgrade.What's next?Review the Compatibility between Edge sites and Collibra Data Intelligence Cloud to know when you need to either reinstall your Edge site for an upgraded version of k3 or upgrade to the latest Edge supported version of your managed Kubernetes.Optionally, set up a private docker registry to easily incorporate Edge into your existing security procedures and perform your own security scans before upgrading to a new version of your Edge site.Enable Automatic upgrade for Edge sitesYou can enable automatic upgrade for new and existing Edge sites that use the manual upgrade mode. This mode automatically upgrades your Edge site whenever a new version has been detected.New Edge sitesAutomatic upgrades are enabled by default for all new Edge sites. When you are creating a new Edge site, ensure Automatic is selected before you click the Create button.Existing Edge sitesYou can change the upgrade mode of existing Edge sites to automatic by following the steps below:Open a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.In the top right corner, click Site Actions → Change Upgrade Mode. The Upgrade Mode dialog box appears.Select Automatic.Click Save.What's next?Review the compatibility table to know when you need to either reinstall your Edge site for an upgraded version of k3 or upgrade to the latest Edge supported version of your managed Kubernetes.Enable Manual upgrade for Edge sitesYou can enable manual upgrade for new Edge sites or change existing sites to manual upgrade mode. This mode allows you to control when, and to which version, you upgrade your Edge sites to. You can also review the Software Bill of Materials, which outlines what is included in the upgrade, before upgrading your Edge sites.New Edge sitesWhen creating a new Edge site, select Manual under the Upgrade Mode and click Create.Existing Edge sitesYou can change the upgrade method to manual for existing Edge sites by following the steps below:Open a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.In the top right corner, click Site Actions → Change Upgrade Mode. The Upgrade Mode dialog box appears.Select Manual.Click Save.Your Edge site will no longer automatically upgrade to the newest available version.What's next?Learn how to manually upgrade your Edge site when a new version becomes available.Review the Compatibility between Edge sites and Collibra Platform to know when you need to either reinstall your Edge site for an upgraded version of k3 or upgrade to the latest Edge supported version of your managed Kubernetes.Optionally, set up a private docker registry to easily incorporate Edge into your existing security procedures and perform your own security scans before upgrading to a new version of Edge site.
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	 Maintaining Edge sites In this section, you will learn how you can maintain your Edge site installations, such as performing backups or updating credentials.Edit an Edge siteYou can edit a Edge site to give it another name or description.PrerequisitesYou have created an Edge site.You have a global role that has the Manage Edge sites global permission.StepsOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.In the top right corner, click Site Actions → Edit Site. The Edit Edge site wizard starts.Enter the required information.FieldDescriptionSite NameThe name of the Edge site. Use a meaningful name, for example NetherlandsDataCentre1. Do not use spaces or special characters.This field is mandatory and the name must be globally unique.DescriptionThe description of the Edge site. We recommend to put at least basic location information of the Edge site.This field is mandatory.Click Save.The Edge sites overview appears with the new name and description.Update Edge user's username or passwordWhen you download the Edge site installer, a dedicated user account is created in Collibra Platform. This user always has Edge as the first name and the Edge's site name as the last name.A user will be created for each Edge site. This user is deleted when you delete the Edge site.The Edge user account must have the Connect Edge to Collibra global permission.Run the following command: The commands below provide both password and username. If you want to only update one, you can remove the other when running the command. For example: ./edgecli config dgc --pass <Password123!>When resetting the password, follow the steps in our Set or reset a user password article. The only non-alphanumeric characters accepted for passwords are: !, $, %, &,(, ), *, +, ,, -, ., /, :, ;, <, =, >, ?, @, [, ], ^, _, {, |, }, ~.For more information about the default password requirements, go to the Password settings.        For Edge sites installed on a bundled k3s cluster:sudo ./edgecli config dgc --pass <password> --url <dgc url> --user <username>For Edge sites installed on a managed Kubernetes cluster:              ./edgecli config dgc --pass <password> --url <dgc url> --user <username> -n <my-namespace>If your Edge site is installed on a dedicated cluster via the Edge CLI method and it does not have a custom namespace, you can remove -n <my-namespace> from the command.Update the outbound proxy configurationIf you have to change the outbound proxy configuration of a running Edge site, you can use Collibra's outbound proxy update script.StepsFind the proxy.properties file on the server that you used during the configuration of the outbound proxy.Update the file with the new property values and save the file.Depending on your setup, do one of the following:If you use a MITM proxy and the ca.pem has changed or was not included in the initial Edge installation, reinstall your Edge site.Otherwise,If your Edge site is installed on a bundled k3s cluster, run the following command wherever your Edge site is installed:sudo ./edgecli config proxy --path <path to proxy config>If your Edge site is installed on a managed Kubernetes cluster, run the following command from a Linux machine that has access to the Kubernetes cluster where your Edge site is installed:./edgecli config proxy --path <path to proxy config>Help file of the script~/edgecli config proxy --help Usage: edgecli config proxy [flags] Flags: --path string Global Flags: -h, --helpBack up an Edge siteTo avoid losing your Edge site configurations, such as passwords and file parameters in connections, you can back up an Edge site. You can use this backup to reinstall it later, for example, when you want to reinstall an Edge site with a new installer.The backup contains the following content:The public/private key of the site that is used for sending and encrypting secrets.The secrets that are used in connections, capabilities and vaults.For privacy reasons, Edge site backups remain in your personal environment and are not sent to the cloud.Back up on K3SBack up on managed KubernetesOn the server that runs your Edge site, run the following command:sudo ./edgecli recovery backup --path <backup_path>Edge creates a backup of your Edge site in the selected folder of the command.On the server from which you manage your managed Kubernetes cluster, run the following command:./edgecli recovery backup --path <backup_path>Edge creates a backup of your Edge site in the defined folder of the last command.          On the server that runs your Edge site, run the following command:kubectl get -n <my-namespace> secrets -l edge.collibra.com/backup -o yaml > <PATH_OF_BACKUP_FILE>PropertyDescription<my-namespace>The Edge site namespace.If your Edge site has a custom namespace, add it here. If your Edge site does not have a custom namespace, add the default namespace, collibra-edge.<PATH_OF_BACKUP_FILE>The name of the output yaml file containing your Edge site backup. For example, myBackupFile.yaml.Edge creates a backup of your Edge site in the defined folder of the last command.What's Next?You can only restore a backup by reinstalling the Edge site using the created backup.Reinstall your Edge site using the backup you created.Delete an Edge siteYou can delete an Edge site if you no longer need it.Deleting an Edge site does not delete the data ingested in Collibra Platform. The ingested data must be deleted manually.PrerequisitesYou have created an Edge site.You have a global role that has the Manage Edge sites global permission.Ensure that your environment uses the latest user interface.StepsDelete Edge site on K3SDelete Edge site on managed KubernetesOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.In the top right corner, click Site Actions → Delete Site.The Delete Edge site wizard starts.Click Delete.The Edge sites overview appears, without the deleted Edge site.On the server that hosts the Edge site, go to /usr/local/bin where you can find the uninstall script uninstall-edge.sh, then run one of the following commands:If you intend to reinstall the Edge site after performing an uninstall command, you need to recreate the Linux disk mount for the directory /var/lib/rancher/k3sCommandDescription/usr/local/bin/uninstall-edge.shDelete Edge site, but keep its data.The data consists of drivers, required files for capabilities, and data that was saved by Edge capabilities/usr/local/bin/uninstall-edge.sh --remove-local-dataDelete Edge site and its data./usr/local/bin/uninstall-edge.sh --remove-local-data --forceDelete Edge site without confirmation request, for example if you want to delete the site via a script. You can use this in combination with removing the site data.Open a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.In the top right corner, click Site Actions → Delete Site.The Delete Edge site wizard starts.Click Delete.The Edge sites overview appears, without the deleted Edge site.On the server from which you manage your cluster, run one of the following command:With terminal logging ./edgecli uninstallWith terminal and file logging:./edgecli uninstall 2>&1 | tee edge-installer-$(date +%Y-%m-%d_%H-%M-%S).logIf your Edge site has a custom namespace, add -n <my-namespace> to the command.From the extracted TGZ archive, run the following command:        sh edge-cd-helm-chart/helm-uninstall.shIf your Edge site had a custom namespace, add --namespace <my-namespace>, replacing <my-namespace> with the name of your Edge site namespace.If you do not plan on reinstalling your Edge site on the same Kubernetes cluster as it was originally installed on, then you must run the following command after you reinstall on the new cluster to delete unmanaged resources: kubectl delete priorityclass job application platformkubectl delete crd clusterworkflowtemplates.argoproj.io \cronworkflows.argoproj.io workflowartifactgctasks.argoproj.io workfloweventbindings.argoproj.io workflows.argoproj.io workflowtaskresults.argoproj.io \workflowtasksets.argoproj.io workflowtemplates.argoproj.io Disaster recovery for managed Kubernetes Edge sites Edge's disaster recovery procedure allows you to recover your data in instances where your Kubernetes cluster fails while Edge is running. This procedure is only applicable when your Edge site is installed on a managed Kubernetes cluster.Use Case ScenarioBelow is an example scenario which demonstrates when this procedure would be used and how to initiate it.In this scenario, an Edge site has already been installed on Cluster A. We recommend that you set up a periodic backup for Cluster A to avoid losing your Edge site configurations. In the event of a failure, you have to uninstall Cluster A, reinstall Edge on a new cluster (Cluster B), and then finally restore the Cluster A Edge site backup on Cluster B.You can follow the steps and use the commands in Reinstall an Edge site per your preferred installation method. However, in the case of a disaster, the Edge site would be installed in a new cluster, as shown below.The process of recovering from a disaster requires the following steps:Set up a periodic backup of Edge on Cluster A.Uninstall the Edge site running on Cluster A.Install the new Edge site and restore a backup on Cluster B.If you use the Helm chart method, the restore backup command must be run before you reinstall the Edge site.All steps require that the kubectl utility can connect to the cluster.Migrating to Edge from JobserverYou can migrate Jobserver to Collibra's Edge for enhanced security, improved performance and even more functionality!Why migrate to Edge?Edge provides our customers with all of the capabilities provided with Jobserver, but with better security controls and added capabilities. Edge provides seamless native integrations and on-site data processing solutions that prioritize security and proximity to the data, while keeping the processing of your data within your own environment. EdgeJobserverCapabilitiesEdge-certified JDBC connectorsJDBC metadata ingestion on Database levelJDBC data profiling and classificationJDBC data samplingData NotebooksProtectMultiple integrations, such as Amazon S3, Databricks, ADLSJobserver-certified JDBC connectorsJDBC metadata ingestion: Schema levelData profilingData classificationData samplingSome integrationsSecurityEdge provides the ability to mirror images in your private docker registry which allows you to scan containers per your security policy. This provides you with information on vulnerabilities around Edge containers and opens the dialogue among your security stakeholders regarding risk, tolerance, and remediation requirements.You can integrate your Edge site with your existing vault provider and implement your organization’s credential management policies for any data source to which Edge connects. Data source secrets / credentials are stored on the Edge site.Classification is local to the Edge site, which means that none of your data leaves your premises.Sample data will be requested from the data source live, and cached on the Edge site for a certain time frame (24 to 48 hours).Data source secrets / credentials are stored in the Collibra Cloud.To classify data, client sample data is sent to the Cloud Classification platform.Sample data is stored in the Collibra Cloud.PerformanceCan ingest and profile in parallel.No limit on the table size you can profile.All capabilities executed sequentially.Limit on table size you can profile.ExtensibilityEdge is a run time platform to host all capabilities, and this includes any new capabilities that will be developed and deployed in the future.Jobserver requires several separate components for new capabilities, such as Separate Jobserver for Tableau ingestion or separate command line application for lineage harvester.MaintenanceInstaller bundled with minimal binaries and artifacts. The installation is “live” in that the installer pulls images from the repository over the internet at install time.Edge provides two upgrade modes. Edge can be upgraded as soon as there is a release available. It can also be updated when the customer prefers and is typically to review security vulnerabilities in a release, a feature in Smart Upgrade.Automatic: your Edge site is upgraded as soon as a new release version is available.Manual: you control when your Edge site is upgraded, allowing you to review security vulnerabilities in a release version before upgrading your Edge site.Console application on the Jobserver offers a user interface for some configuration and access to logs. Some configuration changes must be made directly in configuration files.Jobserver only has one upgrade mode: Manual.Migration to Edge overviewThe following image illustrates the high-level steps of each user and the frequency these steps need to be performed to migrate data sources from Jobserver to Edge. To migrate a data source, following steps are needed:StepDescription1Enable the Migrate Schema to Edge workflow in your environment.2Install an Edge site.3Create an Edge connection for the data source and add the following capabilities for those connections:Catalog JDBC ingestionJDBC ProfilingTo classify data via Unified Data Classification, also enable the Unified Data Classification method.4Register the data source via Edge.5For each schema that you want to migrate from Jobserver to Edge for the data source, migrate the existing Schema asset. Once a schema is migrated, this schema can now be synchronized, profiled, classified, and so on via Edge. Once all data sources have been migrated, you can decommission Jobserver. For all details, go to the Support center.[[[Undefined variable CollibraGeneral.additional-resources]]]Collibra University coursesThe Value of EdgePreparing Edge for MigrationMigrating schemas from Jobserver to EdgeSchedule a coaching session with a Collibra expert who can provide best practices, answer migration questions, and help you get started with the migration process.Schedule a migration session with an Edge expert who can discuss your migration needs and ensure a successful migration.Speak with the Collibra Account Team about the Edge Migration Accelerator Program to work with a Collibra expert who can help you seamlessly migrate from Jobserver to Edge.Troubleshooting EdgeFor a list of all Edge troubleshooting topics, go to the Support Portal.Most popular resources: Common Edge troubleshooting topicsCreate an Edge diagnostics file
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	 Edge FAQThe following table contains the most frequently asked questions about Edge that were not answered anywhere else in the Edge documentation.QuestionAnswerWho benefits from using Edge?All customers who want to ingest data into Collibra Platform benefit from Edge.Some of the benefits for using Edge are:Data is processed in the customer's secure environment and only the process results are sent to Collibra Platform.Edge can automatically anonymize sensitive profiling data before sending it to Collibra Platform.Edge can automatically classify the metadata and send the classification results together with the profiling results to Collibra Platform.Edge enables better profiling performance, because data no longer has to be copied or moved.Edge can execute capabilities in parallel, considering this is dependent of available resources. Jobserver only executes capability jobs sequentially.              Why should I migrate from Jobserver to Edge?Edge provides our customers with all of the capabilities provided with Jobserver, but with better security controls and added capabilities. Edge provides seamless native integrations and on-site data processing solutions that prioritize security and proximity to the data, while keeping the processing of your data within your own environment. For more information, go to Migrate to Edge from Jobserver.The main differences between Edge and Jobserver are the following:Edge is based on Kubernetes, a distributed runtime, which means:It offers built in resource management.It has reliable delivery of results to Collibra Platform.Edge provides the ability to mirror images in your private docker registry to better fit your security policy.Edge offers two upgrade modes to best suit your needs: Automatic and Manual.Edge is a Collibra service compatible with on-premises as well as cloud environments.Edge offers continuous delivery of capability types and updates will be delivered on a regular basis.Edge updates are included with Collibra Platform releases.New capabilities will not be developed for Jobserver, as it will be made end of life from September 30, 2024. We recommend migrating to Edge before this date.Can Edge run alongside Jobserver?Yes, both can technically be run at the same time, however, we strongly recommend that you do not install both Jobserver and Edge on the same server. Edge should be installed on its own dedicated server.What does the Edge architecture look like?You can see how Edge interacts with other components in this architecture and components overview.Can Edge use Kubernetes provided by a Cloud vendor, for example Google Kubernetes Engine (GKE), Azure Kubernetes Services (AKS) or Amazon Elastic Kubernetes Service (EKS)?Yes, you can install Edge on the following managed Kubernetes clusters:Azure Kubernetes Service (AKS)AWS Fargate using EKSAmazon EKSGoogle Kubernetes Engine (GKE)OpenShiftCurrently, we only support basic integrations with these Cloud services. Please contact your Account Team if you have any questions.Alternatively, if you install Edge on a Cloud environment, the Edge site installer includes the k3s Kubernetes version.Can you use Autopilot mode if your Edge site is installed on a Google Kubernetes Engine (GKE) cluster?Yes, but we cannot support troubleshooting your Edge site installed on a GKE cluster if Autopilot mode is enabled.Can Edge be installed on Windows servers?If you use Microsoft technologies, you can install your Edge site on a managed Azure Kubernetes Service (AKS) cluster.We prioritize your experience on Linux-based operating systems, and as such, because Microsoft does not currently provide seamless support for k8s clusters and container technology, we do not provide support for Edge installations on any other Microsoft technologies at this time. Can Edge be installed on a cluster with existing resources?From the 2024.05 Edge release, Edge sites can be installed on shared Kubernetes clusters. To learn more, go to the system requirements for installing Edge on a managed, shared Kubernetes cluster.What are the supported data sources on Edge?You can find the list of supported data sources in the Data sources supported by Edge section.How does authentication from Edge to the customer's data sources work?Authentication to data sources depends on the source type that the capability is connecting to. JDBC sources are covered via Edge connection providers. Other sources are accessed in different ways by capabilities themselves. Can you connect using a cloud provider key manager such as AWS Secrets Manager, GCP Secret Manager or Azure Key Vault?Yes, you can integrate your Edge site with the following vault providers:            CyberArk VaultHashiCorp VaultAzure Key VaultAWS Secrets ManagerGoogle Secret ManagerWhy do you not support CentOS Linux 8?CentOS Linux 8 has been made end-of-life. We are committed to using the latest technologies to ensure the best performance of our software, and as such RedHat 8 is required in order to receive support for Edge installations.How does Edge connect to Collibra Platform?An Edge site is installed in the customer's environment, close to the data source. The Edge site communicates to Collibra Platform using an outbound HTTPS connection via port 443.Does deleting an Edge site delete the data from capabilities already ingested in Collibra Platform?No. When you delete an Edge site, only the site and its configurations are deleted. Data that has already been ingested in Collibra Platform must be deleted manually.Is Edge on premises or in the Cloud?Edge is always close to your data, and therefore can be on your premises or in a private or public Cloud setup. Who controls Edge?Edge is controlled by the customer through local access via the Collibra Platform user interface. You can also use local access via the Linux shell for advanced troubleshooting when Edge is unable to connect. For more information, go to About Edge.How is Edge updated?Edge sites can be configured to either upgrade automatically whenever a new version is released, or upgrade manually, in order to control when and to which version your sites are upgraded. For more information, go to Upgrading an Edge site.Can an Edge site connect to more than one Collibra environment?No. Every Edge site belongs and authenticates to only one Collibra Platform environment.Can Edge use customer-provided certificates to connect to Collibra Platform?Currently, we do not support this.Edge is a Collibra product that can run on the customer's on-premises or cloud environment. The authentication between the Edge site and Collibra Platform is controlled and secured by Collibra. The keys and credentials are generated when you install the Edge site.When do internal K3S certificates expire?The internal K3S certificates expire 12 months after the initial installation. You should restart the K3S-based Edge site in the last 3 months to ensure the internal certificates are rotated. If not, restart K3S or reinstall the Edge site.Does Edge implement Cross-Site Request Forgery (CSRF) tokens?Yes, the Edge management user interface can now implement CSRF tokens.The CSRF token needs to be unique per user session and should be a large, random value.Does Edge support mTLS when connecting to Collibra Platform?Currently, we do not support this.Is Edge horizontally scalable?Yes, Edge sites installed on a managed, shared Kubernetes cluster are horizontally scalable.Does Edge support High Availability and disaster recovery?Edge does not support High Availability, but core Edge services can be replicated if Edge is installed on a multi-node cluster, and Edge capabilities can be restarted in the event of a failure.Disaster recovery is supported through regular backups. More information about our disaster recovery process can be found in this overview.What troubleshooting information is collected and where is it stored?When Edge is operational and has deployed running capabilities, jobs or services, it can collect information on multiple levels: Infrastructure logs - default level info is collected, sent to the Cloud and accessible by Collibra.Edge system monitoring - sent to the Cloud and accessible by Collibra.Metadata connector logs - off by default and accessible by the customer .Edge diagnostics - information is collected on demand by the customer on site and sent to Collibra as part of the support ticket.Edge Sample Data capability:Can everybody see sample data?How is sample data queried from the database?Which user account pulls the sample data from the database?The Sample Data capability for Edge is a feature and needs to be activated.Only users with the permission will be able to view the sample data.Samples are queried from the data source upon request. The samples will be pulled from the database using the ID of the account specified in the Edge connection.Can metrics data from an Edge site be sent to Collibra through a private link instead of over the Internet?No, this data can only be sent over the Internet.What are Edge security considerations?Edge is designed around security first principles. Several highlights: No inbound connectivity - Edge site is always polling the platform via a REST endpoint.Data is not stored on Edge after a job has finished.Credentials are managed by Edge and not accessible outside of it.Credentials on Edge site are encrypted with the key secured in the Collibra Data Governance Center.Credentials can be updated both for data sources and Collibra Data Governance Center.With the Edge Smart Upgrade feature, you can configure your Edge sites to upgrade manually. Manual upgrade allows you to run security scans on images included in a new release version before upgrading your Edge site version. Furthermore, these security scans can be performed in your own private docker registry. For more information on how your Edge sites can be upgraded, go to Upgrading an Edge site.For more information about security scanning, go to Collibra's vulnerability and scanning policy.How are secrets stored on an Edge site?You can find the details of how Edge stores secrets in this Storing secrets overview.About Collibra Cloud sitesA Collibra Cloud site is hosted by Collibra, which allows you to integrate with cloud-native data sources out-of-the-box. A Collibra Cloud site site is set up and managed by Collibra, allowing you to focus on your business needs. While this solution simplifies implementation and maintenance, it offers slightly fewer features than customer-managed Edge sites and connects to data sources over the internet. Collibra Cloud site sites upgrade automatically, meaning they are always on the latest, most secure version.All Collibra Cloud sites are named Collibra Cloud site, as shown below: EdgeWhat is included with a Collibra Cloud site?You can create and manage your Collibra Cloud site connections and capabilities in a similar way to how these are managed in a customer-managed Edge site. However, because a Collibra Cloud site connects to data sources over the internet and is maintained by Collibra, some connections and capabilities are not available. The following list shows the supported data sources per capability:Metadata ingestion and synchronizationAmazon Redshift (JDBC)Athena (JDBC)AWS Glue (JDBC)Azure Data Lake StorageAzure Synapse AnalyticsDatabricks Unity CatalogDatabricks (JDBC)Google BigQuery (JDBC)Google Cloud StorageGoogle DataplexSalesforce (JDBC)SAP Datasphere CatalogSAP HANASnowflake (JDBC)S3Classification and Profiling Amazon Redshift (JDBC)Athena (JDBC)AWS Glue (JDBC)Azure SQL serverAzure Synapse AnalyticsDatabricks (JDBC)Databricks Unity CatalogGoogle BigQuery (JDBC)Salesforce (JDBC)SAP HANA CloudSnowflake (JDBC)Technical lineageAmazon Redshift (JDBC)Azure SQL Data WarehouseAzure SQL serverAzure Synapse AnalyticsDatabricks Unity CatalogGoogle BigQuery (JDBC)Google DataplexPower BISAP HANA Cloud/AdvancedSnowflake (JDBC)TableauProtectAWS Lake FormationDatabricks (JDBC)Google BigQuerySnowflake (JDBC)AI GovernanceAWS Bedrock AIAWS SageMaker AIAzure AI FoundryAzure MLDatabricks Unity CatalogGoogle Vertex AIMLflowSAP AI CoreUnified Data QualityAmazon Redshift (JDBC)Athena (JDBC)Databricks (JDBC)Google BigQuery (JDBC)SAP HANA Cloud/AdvancedSnowflake (JDBC)For more information, go to our connections and capabilities documentation.Additionally, you can register the following data sources for Data Notebook:Amazon Redshift (JDBC)Athena (JDBC)Databricks Unity CatalogGoogle BigQueryGoogle BigQuery (JDBC)Snowflake (JDBC)If a data source you want to integrate with is not listed below, contact your Account Executive for more options.LimitationsAs Collibra Cloud sites are managed by Collibra, some customer-managed Edge functionalities are not supported on Collibra Cloud sites:Edge CLI        As the Edge CLI is unsupported for Collibra Cloud sites,You can't backup or restore your Collibra Cloud site.The following Lineage integrations are not available:IBM InfoSphere DataStageInformatica PowerCenterSQL Server Integration Services (SSIS)dbt CoreCustom LineageJDBC Lineage via Shared Storage connectionOpen LineageSamplingData Notebook's Postgres Database storage capabilityControl of managed Kubernetes clustersManual upgradesCustomer hosted Vault integrationsForward proxiesCustom repositoriesFedRAMP authorizationSecurity ScanningWhat's next?Request a Collibra Cloud siteAvailable connectionsAvailable capabilitiesJobs dashboardRequest a Collibra Cloud siteYou can request 1 Collibra Cloud site per environment you have. For example, 1 Collibra Cloud site for your development environment and 1 Collibra Cloud site for your production environment. You can submit a request to Collibra to set up your Collibra Cloud site by following the steps in this topic.If you've already requested a Collibra Cloud site in an environment, you aren't able to request another Collibra Cloud site.Steps    On the main toolbar, click   →   Settings.The Settings page opens.    Click Edge.The Edge sites overview opens.Click Create Edge site.The Edge site creation wizard opens.Click Select Collibra Cloud in the Collibra Cloud site section.Review and confirm the Collibra Cloud site information with your internal team. Click Request site .A request for a Collibra Cloud site is submitted to Collibra. Your Collibra Cloud site is in the Read only status until it is approved.When your Collibra Cloud site is approved, you will receive a confirmation email, including any IP addresses you may need to include in your allowlist. Once your site is approved and setup, you can begin adding connections and capabilities.What's next?Available connectionsAvailable capabilitiesJobs dashboardEdge and Collibra Cloud site site connectionsConnections define how a capability communicates with a data source in order to collect and send metadata to Collibra. About Edge and Collibra Cloud site connectionsTo collect metadata from a data source and add it into Collibra via an Edge or Collibra Cloud site, your site needs to be able to communicate with the data source. This is managed via a connection. Once a connection is established, it can be used by some of the Collibra capabilities to, for example, register the metadata or collect sample data.You want to add the metadata of a Snowflake data source in Collibra and create technical lineage for it. By defining a JDBC connection between Edge and your Snowflake data source, you establish a secure line of communication between Collibra and your data source. This line of communication is then used to register the metadata and create technical lineage for it in your Collibra platform.Multiple connection types are available. The connection type that you need to use depends on what you want to achieve. The following table contains the available connection types and the associated capabilities.Connection typeDescription Supported for Edge sites? Supported for Collibra Cloud site? AWS (Amazon Web Services)          Used for the integration and protection of Amazon S3 data sources and Amazon SageMaker AI models.Show associated capabilitiesS3 synchronizationProtect for AWS Lake FormationAWS Bedrock AIAWS SageMaker AI Yes Yes AzureUsed for the integration of Azure Data Lake Storage (ADLS) data sources, Azure AI Foundry models and agents, and Microsoft Azure AI models.Show associated capabilitiesADLS synchronizationAzure AI FoundryAzure ML Yes Yes DatabricksUsed for the integration of Databricks Unity Catalog.Show associated capabilityData Unity Catalog Yes Yes dbtUsed for the integration of Show associated capabilitiesTechnical Lineage for dbt Cloud Yes NoGCP (Google Cloud Platform)          Used for the integration and protection of Google Cloud Storage and Dataplex data sources.Show associated capabilitiesGCS synchronizationProtect for Google BigQuerytechnical lineage for Google Dataplex Yes Yes HTTP Basic AuthNo AuthOAuth 2.0Allows workflows to communicate with other HTTP systems, such as external REST APIs. Yes Yes Informatica Intelligent Cloud Services Used to connect to Informatica Intelligent Cloud Services.Show associated capabilityTechnical lineage for Informatica Intelligent Cloud Services (IICS) Yes NoJDBCGeneric JDBC connection (recommended)Username/Password JDBC connectionUsed to connect to JDBC data sources, for example, Snowflake, Salesforce, and PostgreSQL.In most cases, you need to create a connection for each database you want to register. Some data sources, however, allow you to use a single connection to register multiple databases. You can find this information in the Supports registration of multiple databases? in Overview of connectors.Show associated capabilitiesCatalog JDBC ingestionCatalog JDBC SamplingJDBC ProfilingCatalog Data ClassificationProtect for SnowflakeTechnical lineage capabilities for data sources that use the JDBC connectionTechnical Lineage for AzureTechnical Lineage for BigQueryTechnical Lineage for DataStageTechnical Lineage for Db2Technical Lineage for GreenplumTechnical Lineage for SAP HANATechnical Lineage for HiveTechnical Lineage for Informatica PowerCenterTechnical Lineage for MySQLTechnical Lineage for SQL ServerTechnical Lineage for NetezzaTechnical Lineage for OracleTechnical Lineage for PostgreSQLTechnical Lineage for Amazon RedshiftTechnical Lineage for SnowflakeTechnical Lineage for Spark SQLTechnical Lineage for SQL Server Integration Services (SSIS)Technical Lineage for SybaseTechnical Lineage for Teradata Yes Yes, limited depending on the capability. For more information, go to available capabilities. LookerUsed to connect to Looker.Show associated capabilitiesTechnical Lineage for Looker Yes NoMatillion Used to connect to Matillion.Show associated capabilityTechnical Lineage for Matillion Yes NoMicrosoft SSRS-PBRSUsed to connect to SSRS-PBRS.Show associated capabilitiesTechnical Lineage for SSRS-PBRS Yes NoMicroStrategyUsed to connect to MicroStrategy.Show associated capabilitiesTechnical Lineage for MicroStrategy Yes NoMLflowUsed to connect to MLflow.Show associated capabilitiesMLflow AI Yes Yes Power BIUsed to connect to Power BI.Show associated capabilitiesTechnical Lineage for Power BI Yes Yes SAP AI CoreUsed to connect to SAP AI Core.Show associated capabilitiesSAP AI Core capability Yes Yes SAP Datasphere CatalogUsed to connect to SAP Analytics Cloud.Show associated capabilitiesSAP Datasphere Catalog synchronization Yes Yes Shared Storage connectionUsed to access files from a shared folder.Show associated capabilityTechnical Lineage for SqlDirectoryTechnical Lineage for Custom Technical LineageTechnical Lineage for DataStageTechnical Lineage for dbtTechnical Lineage for Informatica PowerCenterTechnical Lineage for SQL Server Integration Services (SSIS) Yes NoTableauUsed to connect to Tableau Server or Tableau Online.Show associated capabilityTechnical Lineage for Tableau Yes Yes Technical Lineage Admin        Used to connect to the Collibra Data Lineage service instances, to run any of the following technical lineage admin options:            List sourcesIgnore sourcesAnalyze filesSync Yes Yes Edit an Edge and Collibra Cloud site site connectionYou can update the details of a data source by editing the connection. This topic will discuss how you can generally edit a connection. For more specific information, review the requirements for your data source, such as Technical lineage and Sample data.Refer to the JDBC connections documentation for how to edit JDBC connections. Available vaultsPrerequisites You have a global role that has the Product Rights > System administration global permission.You have a global role that has the Manage connections and capabilities global permission.    You either created and installed an Edge site or were granted a Collibra Cloud site.You have added a vault to your Edge site. It is possible there are extra requirements for your specific data source. Review the requirements and permissions of your data source before making any changes.StepsOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.Locate and click the connection you want to edit.At the bottom of the page, click Edit.Edit the connection or vault information.How to use your vault...To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the query value to identify the secret in your vault.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionSecret Engine TypeSelect one of the following:Key ValueDatabaseEngine PathThe engine path to your vault where the value is stored.Secret PathThe secret path to your vault where the value is stored.FieldThe name of the field to your vault where the value is stored.Only available if you selected Key Value in the Secret Engine Type field.RoleThe role specified in the Database engine.Only available if you selected Database in the Secret Engine Type field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionVault NameThe name of your Azure Key Vault in your Azure Key Vault service where the value is stored.Secret NameThe name of the secret in your vault where the value is stored.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescription Secret NameThe name of the secret in your vault where the value is stored.FieldIf the secret stored in your AWS Secrets Manager is a JSON value, for example {pass1: my-password, pass2: my-password2}, then you need to specify the Field to point to the exact JSON value that should be used. For example, Secret Name: edge-db-customer; Field: pass.If the secret stored in your AWS Secrets Manager is a plain string value, for example my-password, then you do not need to specify the Field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the name of the secret in your vault where the value is stored.            Click Save.Delete an Edge or Collibra Cloud sitesite connectionYou can delete a connection from a Edge or Collibra Cloud site to a data source if you no longer need it. This topic will discuss how you can generally delete a connection. For more specific information, review the requirements for your data source, such as Technical lineage and Sample data.Refer to the JDBC connections documentation for how to edit JDBC connections. Prerequisites You have a global role that has the Product Rights > System administration global permission.You have a global role that has the Manage connections and capabilities global permission.    You either created and installed an Edge site or were granted a Collibra Cloud site.StepsOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.Locate and select the connection you want to delete.At the bottom of the page, click Delete.The Confirm Delete of Connection dialog box appears.Click Delete.When you delete a JDBC connection that Data Quality & Observability Classic uses from a site, all associated Collibra DQ metadata for that connection will also be deleted from Collibra. You cannot undo this action.
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	 JDBC connectionsJDBC connections define how an Edge capability accesses a data source.To create a connection to your data source, you need to select a connection type, which determines the available properties of the connection, such as the authentication method and connection string and driver.If you want to ingest data from an Amazon Redshift data source, you need a specific JDBC driver for Amazon Redshift. You use that driver to create a connection between your Edge site and your Amazon Redshift data source. Collibra provides a selection of certified JDBC drivers on Collibra Marketplace. We highly recommend to only use JDBC drivers that are certified for Edge.Create a JDBC connectionYou can create a JDBC connection from an Edge or Collibra Cloud site to a data source. You can then register the data source via Edge.If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to check if your data source is supported.If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to check if your data source is supported.PrerequisitesYou have a global role that has the Product Rights > System administration global permission.You have a global role that has the Manage connections and capabilities global permission.    You either created and installed an Edge site or were granted a Collibra Cloud site.You have added a vault to your Edge site.If your data source connection requires a file from your vault, the file must be encoded into Base64 and stored as a regular secret in your vault.StepsOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.In the JDBC Connections section, click Create Connection.The Create Connection dialog box appears.Click the Generic JDBC connection connection type.If the authentication method you use includes the username and password properties, you can use either the Generic or Username/Password JDBC connection type. If you use the Generic JDBC connection type, add the username and password properties manually.After creating a Generic JDBC Connection, you can update your connection to use a different authentication method if needed. However, if you initially use the Username/Password JDBC connection type and want to change to another authentication method, you must create a new connection by using the Generic JDBC Connection. Enter the required information.FieldDescription Connection settings This section contains the settings to connect to your data source.NameThe name of the JDBC connection.We recommend not to use the special character > in the JDBC connection name. This character is part of the full name of assets created via Edge. If you use this character, features such as sampling or classification can be impacted.DescriptionThe description of the JDBC connection. This field is also visible when you register content.VaultThe vault whose secrets you want to use to fill out fields.This field is only available if one or more vaults have been configured for your Edge site. Connection parameters This section contains general settings to connect to your data source.Driver class nameThe driver class name of the connection.Driver jarThe JAR file contains the JDBC driver.Click Upload to upload a JAR file.Additional classpath filesAny additional classpath files that you want to upload. Use this field if you want to upload more than one driver file.Connection stringThe JDBC connection string. How to use your vault...To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the query value to identify the secret in your vault.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionSecret Engine TypeSelect one of the following:Key ValueDatabaseEngine PathThe engine path to your vault where the value is stored.Secret PathThe secret path to your vault where the value is stored.FieldThe name of the field to your vault where the value is stored.Only available if you selected Key Value in the Secret Engine Type field.RoleThe role specified in the Database engine.Only available if you selected Database in the Secret Engine Type field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionVault NameThe name of your Azure Key Vault in your Azure Key Vault service where the value is stored.Secret NameThe name of the secret in your vault where the value is stored.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescription Secret NameThe name of the secret in your vault where the value is stored.FieldIf the secret stored in your AWS Secrets Manager is a JSON value, for example {pass1: my-password, pass2: my-password2}, then you need to specify the Field to point to the exact JSON value that should be used. For example, Secret Name: edge-db-customer; Field: pass.If the secret stored in your AWS Secrets Manager is a plain string value, for example my-password, then you do not need to specify the Field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the name of the secret in your vault where the value is stored.            Some connection properties can be added to the URL as name-value pairs separated by semicolons. However, most properties in the URL are ignored. Therefore, we recommend you not to use this mechanism unless we explicitly ask you to. We recommend you to specify all connection properties in the Connection properties section.PropertyThis section contains the connection properties.How to use your vault...To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the query value to identify the secret in your vault.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionSecret Engine TypeSelect one of the following:Key ValueDatabaseEngine PathThe engine path to your vault where the value is stored.Secret PathThe secret path to your vault where the value is stored.FieldThe name of the field to your vault where the value is stored.Only available if you selected Key Value in the Secret Engine Type field.RoleThe role specified in the Database engine.Only available if you selected Database in the Secret Engine Type field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionVault NameThe name of your Azure Key Vault in your Azure Key Vault service where the value is stored.Secret NameThe name of the secret in your vault where the value is stored.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescription Secret NameThe name of the secret in your vault where the value is stored.FieldIf the secret stored in your AWS Secrets Manager is a JSON value, for example {pass1: my-password, pass2: my-password2}, then you need to specify the Field to point to the exact JSON value that should be used. For example, Secret Name: edge-db-customer; Field: pass.If the secret stored in your AWS Secrets Manager is a plain string value, for example my-password, then you do not need to specify the Field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the name of the secret in your vault where the value is stored.            Click Create.What's next?You can now add a capability to ingest or profile a data source.Customizing the database name for database-less data sourcesWhen you create a JDBC connection for a database-less data source, such as Hive, MongoDB, or Teradata, the default database name is set to CData. When you register the data source via Edge, CData is listed in the Database drop-down list on the Register a Data Source dialog box. You can use the Other connection property and set the value to CustomizedDefaultCatalogName=<custom database name> to customize the database name when you connect to your data source. Collibra then uses this customized database name when you register the data source via Edge. To use this property and value, you must use a Collibra-provided driver that is newer than version 23.0.8409. For details about specifying the CustomizedDefaultCatalogName=<custom database name> value in the Other connection property for each data source, go to Overview of Catalog connectors. If you customized the database name and want to create technical lineage for the database-less data sources, ensure that you take the following actions: If you use technical lineage via Edge, add the customized database name in the External Database Name field when you add the technical lineage capability for the data source. If you use the lineage harvester, specify the externalDbName property in the lineage harvester configuration file. Don't update the database name after you have registered the data source. If you add or change the CustomizedDefaultCatalogName=<custom database name> value in the Other connection property after a database was registered, we treat the database as a new one, and you must register the data source again with the new database name. Renaming a database while keeping the existing registered assets is not possible.If you add the CustomizedDefaultCatalogName=<custom database name> value in the Other connection property to the JDBC connection after the database was listed for the first time in the Database drop-down list on the Register a Data Source dialog box, both the new database name and CData will appear in the Database drop-down list. Make sure to select the new database name when you register the data source.This property is available for the following database-less data sources: Amazon DynamoDBApache CassandraApache HBaseApache HiveApache Spark SQLAvroAzure Cosmos DBAzure Table StorageCSVElasticsearchExcelGoogle SheetsGreenplumIBM CloudantIBM Db2ImpalaJSONMarkLogicMongoDBParquetSalesforceSAS Data SetsSplunkTeradataXMLEdit a JDBC connectionYou can edit a JDBC connection, for example if you want to change one of its connection properties. If you created a Generic JDBC Connection, you can edit your connection to use a different authentication method. However, if you initially use the Username/Password JDBC connection type and want to change to another authentication method, you must create a new connection by using the Generic JDBC Connection. You can then register the data source via Edge.If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to check if your data source is supported.PrerequisitesIf required, you have created a JDBC connection.You have a global role that has the Product Rights > System administration global permission.You have a global role that has the Manage connections and capabilities global permission.    You either created and installed an Edge site or were granted a Collibra Cloud site.StepsOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.In the JDBC Connections section, click the name of a JDBC connection.The Edit Connection dialog box appears.At the bottom of the dialog box, click Edit.The fields become editable.Enter the required information.FieldDescription Connection settings This section contains the settings to connect to your data source.NameThe name of the JDBC connection.We recommend not to use the special character > in the JDBC connection name. This character is part of the full name of assets created via Edge. If you use this character, features such as sampling or classification can be impacted.DescriptionThe description of the JDBC connection. This field is also visible when you register content.VaultThe vault whose secrets you want to use to fill out fields.This field is only available if one or more vaults have been configured for your Edge site. Connection parameters This section contains general settings to connect to your data source.Driver class nameThe driver class name of the connection.Driver jarThe JAR file contains the JDBC driver.Click Upload to upload a JAR file.Additional classpath filesAny additional classpath files that you want to upload. Use this field if you want to upload more than one driver file.Connection stringThe JDBC connection string. How to use your vault...To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the query value to identify the secret in your vault.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionSecret Engine TypeSelect one of the following:Key ValueDatabaseEngine PathThe engine path to your vault where the value is stored.Secret PathThe secret path to your vault where the value is stored.FieldThe name of the field to your vault where the value is stored.Only available if you selected Key Value in the Secret Engine Type field.RoleThe role specified in the Database engine.Only available if you selected Database in the Secret Engine Type field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionVault NameThe name of your Azure Key Vault in your Azure Key Vault service where the value is stored.Secret NameThe name of the secret in your vault where the value is stored.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescription Secret NameThe name of the secret in your vault where the value is stored.FieldIf the secret stored in your AWS Secrets Manager is a JSON value, for example {pass1: my-password, pass2: my-password2}, then you need to specify the Field to point to the exact JSON value that should be used. For example, Secret Name: edge-db-customer; Field: pass.If the secret stored in your AWS Secrets Manager is a plain string value, for example my-password, then you do not need to specify the Field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the name of the secret in your vault where the value is stored.            Some connection properties can be added to the URL as name-value pairs separated by semicolons. However, most properties in the URL are ignored. Therefore, we recommend you not to use this mechanism unless we explicitly ask you to. We recommend you to specify all connection properties in the Connection properties section.PropertyThis section contains the connection properties.How to use your vault...To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the query value to identify the secret in your vault.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionSecret Engine TypeSelect one of the following:Key ValueDatabaseEngine PathThe engine path to your vault where the value is stored.Secret PathThe secret path to your vault where the value is stored.FieldThe name of the field to your vault where the value is stored.Only available if you selected Key Value in the Secret Engine Type field.RoleThe role specified in the Database engine.Only available if you selected Database in the Secret Engine Type field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescriptionVault NameThe name of your Azure Key Vault in your Azure Key Vault service where the value is stored.Secret NameThe name of the secret in your vault where the value is stored.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the required information:              NameDescription Secret NameThe name of the secret in your vault where the value is stored.FieldIf the secret stored in your AWS Secrets Manager is a JSON value, for example {pass1: my-password, pass2: my-password2}, then you need to specify the Field to point to the exact JSON value that should be used. For example, Secret Name: edge-db-customer; Field: pass.If the secret stored in your AWS Secrets Manager is a plain string value, for example my-password, then you do not need to specify the Field.To use your vault, do the following:    In the Value Type field, select Vault Key.Enter the name of the secret in your vault where the value is stored.            Click Save.If required, you can now test the connection. At the bottom of the page, click Test connection.The Connection test dialog box appears.When the test is finished,click OK. If the connection failed, you can click View Stacktrace to identify the problem.Delete a JDBC connectionYou can delete a JDBC connection from an Edge or Collibra Cloud site to a data source if you no longer need it.PrerequisitesYou have a global role that has the Product Rights > System administration global permission.You have a global role that has the Manage connections and capabilities global permission.    You either created and installed an Edge site or were granted a Collibra Cloud site.You have created a JDBC connection.StepsOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.In the JDBC Connections section, click the name of a JDBC connection.The Edit Connection dialog box appears.At the bottom of the dialog box, click Delete.The Confirm Deletion dialog box appears.Click Delete.Use keys to access a databaseIt is possible that, to access a database, the JDBC driver requires a private key. In this case, you have to manually add extra connection properties when you create a JDBC connection.For example, the Snowflake driver exposes private_key_file and private_key_file-pwd properties. You can use these connection properties for the connection with Snowflake as shown in the following image.
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	 Edge and Collibra Cloud site capabilitiesA capability is an application that runs on an Edge or Collibra Cloud site site to extract and process data. It delivers the results to Collibra Platform.About Edge and Collibra Cloud site capabilitiesA capability, like Sampling or S3 synchronization, is an application that can run on an Edge or Collibra Cloud site. It can access a data source to extract and process data as needed. This data can be stored in an encrypted cache to improve the security of your data and platform. A capability for a specific data source runs as a job and delivers the output to Collibra Platform in a secure and reliable way.A capability has a capability template that defines a specific use case, for example, data source ingestion.Capability templatesA capability template is developed for a specific task on a specific data source type. The capability template also determines which properties are available to configure the capability.If there is an integration you want that is not listed below, contact your Account Executive for more options.Capability templateDescriptionSupported for Edge sites?Supported for Collibra Cloud sites?ADLS synchronization Used to connect to Azure Data Lake Storage (ADLS) Yes Yes AWS Bedrock AIUsed to integrate with Amazon Bedrock.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes AWS SageMaker AIUsed to integrate with Amazon SageMaker.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes Azure AI FoundryUsed to integrate with Azure AI Foundry.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes Azure MLUsed to integrate with Microsoft Azure AI.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes Catalog Data ClassificationUsed to classify data from a registered JDBC data source in the site.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes, but limited.Amazon Redshift (JDBC)Athena (JDBC)Databricks (JDBC)Databricks Unity CatalogGoogle BigQuery (JDBC)Salesforce (JDBC)Snowflake (JDBC)S3 (JDBC)Catalog JDBC ingestionUsed to register a data source and synchronize schemas from a data source via a JDBC connection.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes, but limited.Amazon Redshift (JDBC)Athena (JDBC)Azure Data Lake StorageAzure Synapse AnalyticsDatabricks Unity CatalogDatabricks (JDBC)Google BigQuery (JDBC)Google Cloud StorageGoogle DataplexSalesforce (JDBC)SAP Datasphere CatalogSAP HANA Cloud/AdvancedSnowflake (JDBC)S3S3 (JDBC)Catalog JDBC SamplingUsed to collect and cache sample data from a data source in the site via a JDBC connection.Ensure that you meet the additional Catalog JDBC Sampling hardware requirements, in addition to the Edge site requirements.This capability can't be added to an Edge site that uses a MITM proxy. Yes NoCollibra Protect for AWS Lake FormationUsed to set up Protect for AWS Lake Formation.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes Collibra Protect for DatabricksUsed to set up Protect for Databricks. This capability appears only if the following parameter is added to the JVM configuration in Collibra Console: -Dfeature.protect.databricks=trueThis capability can't be added to an Edge site that uses a MITM proxy. Yes Yes Collibra Protect for Google BigQueryUsed to set up Protect for BigQuery.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes Collibra Protect for SnowflakeUsed to set up Protect for Snowflake.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes DQ Pushdown CapabilityUsed to run Data Quality & Observability Pushdown jobs on data sources via Edge.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes, but limited. Amazon Redshift (JDBC)Athena (JDBC)Databricks (JDBC)Google BigQuery (JDBC)SAP HANA Cloud/AdvancedSnowflake (JDBC)GCS synchronizationUsed to connect to Google Cloud Storage. Yes Yes Google Dataplex Catalog synchronizationUsed to connect to Google Dataplex Catalog. The way to complete this capability depends on the Dataplex integration type you want to use: Dataplex ingestion or Dataplex Catalog ingestion. Yes Yes Google Vertex AIUsed to integrate Google Vertex AI. This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes JDBC ProfilingUsed to profile and classify data from a registered data source.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes, but limited.Amazon Redshift (JDBC)Athena (JDBC)Databricks (JDBC)Databricks Unity CatalogGoogle BigQuery (JDBC)Salesforce (JDBC)Snowflake (JDBC)S3 (JDBC)MLflow AIUsed to integrate MLflow.This capability can't be added to an Edge site that uses a MITM proxy. Yes Yes SAP AI CoreUsed to integrate with SAP AI Core. Yes Yes S3 synchronizationUsed to connect to Amazon S3. Yes Yes Databricks Unity Catalog synchronizationUsed to connect to Databricks Unity Catalog. Yes Yes Technical Lineage Admin        Used to run any of the following technical lineage admin options:            List sourcesIgnore sourcesAnalyze filesSync Yes Yes Technical lineage capabilitiesUsed to create technical lineage for different data sources. For details, go to: Add a technical lineage capability to an Edge site.Ensure that you meet the additional Technical Lineage minimum network requirements, in addition to the Edge site requirements.Technical Lineage requirements... Firewall rules so that the lineage harvester can connect to:The host names of all data sources in your lineage harvesterconfiguration file.All Collibra Data Lineage service instances in your geographic location:RegionDNS nameaws-catechlin-ca-central-1.collibra.comaws-eutechlin-eu-central-1.collibra.comaws-metechlin-me-central-1.collibra.comaws-sgtechlin-ap-southeast-1.collibra.comaws-ustechlin-us-east-1.collibra.comgcp-autechlin-australia-southeast1.collibra.comgcp-catechlin-northamerica-northeast1.collibra.comgcp-eutechlin-europe-west1.collibra.comgcp-sgtechlin-asia-southeast1.collibra.comgcp-uktechlin-europe-west2.collibra.comgcp-ustechlin-us-east1.collibra.com      We recommend that you only use DNS names in your network configurations, as the IP addresses are subject to change periodically. If you need to use IP addresses in your network configuration, we recommend using a command line utility like nslookup to query the DNS and obtain the mapping between domain name and IP address.    Edge connects to different Collibra Data Lineage service instances based on your geographic location and cloud provider. If your location or cloud provider changes, Edge rescans all your data sources. You have to allow all Collibra Data Lineage service instances in your geographic location. In addition, we highly recommend that you always allow the techlin-aws-us instance as a backup, in case Edge cannot connect to other Collibra Data Lineage service instances.You can use a man-in-the-middle (MITM) proxy between your Edge site and the Collibra Data Lineage service instances. For details on which data sources support the use of proxies, go to Create a technical lineage via Edge, select your data source, and see our test results in the Connect to a proxy server section. Yes Yes, but limited. Amazon Redshift (JDBC)Azure SQL serverDatabricks Unity CatalogGoogle BigQuery (JDBC)Google DataplexPower BISAP HANA Cloud/AdvancedSnowflake (JDBC)TableauWhile these capability templates are available for all customers, the features for which you use them might still be in preview.Capability template structureEach capability template contains the following:FileDescriptionA manifest file (YAML)This file contains the capability metadata and input parameter requirements.A workflow file (YAML)This file defines the workflow and binds the parameters to capability containers.Docker imagesOne or more Docker images that implement the business logic.Each type of capability has its own required custom properties. These properties appear after you select a capability template from the dropdown menu.About preparing an Edge or Collibra Cloud site for data sourcesAfter you create an Edge or request a Collibra Cloud site, you can start creating connections to your data sources. You can then add capabilities that use these connections to get information from the data sources to Collibra.Typically, you create a connection for a data source and add capabilities for this connection. It is important to have a connection set up with the correct information and add the correct capabilities based on the data source and your needs. Each connection and capability may have slightly different steps or requirements, so be sure to review the data source specific information.For example, you set up a PostgreSQLdata source connection. This is a JDBCconnection. You want to integrate the metadata in Collibra, profile the data, and get samples. For the connection to be able to do this, you need to add the Catalog JDBC ingestion capability, JDBC Profiling capability, and Catalog JDBC Sampling capability for the connection.JDBC (Java Database Connectivity) integrations allow you to connect directly to your data source from your Edge or Collibra Cloud site. When you create a JDBC connection, you will enter your login credentials, which will then be stored for authentication. This means that you don't need to enter these credentials again for any capability that uses this JDBC connection.If an integration capability does not connect to a JDBC data source, it has to connect on its own by using the information provided by Edge or Collibra Cloud site. The connection information is defined and stored as a Connection instance. The connection properties are shown on an Edge or Collibra Cloud site's Connections tab.StepsSee a general overview of the Edge and Collibra Cloud site integration process below:1Create a connection.A connection links your Edge or Collibra Cloud site with your data source, whether that be a database, file share, or REST service. The subsequent capability jobs that are run through this connection send information back to your Collibra Platform.For more information, go to our list of available Edge and Collibra Cloud site connections.2Create a capability.A capability calls to your data source, and sends the metadata back to your Collibra Platform. The end results are your assets, schemas, tables, and so on.For more information, go to our list of available Edge and Collibra Cloud site capabilities.What's next?Once your Edge or Collibra Cloud site is prepared, you can use the capabilities. In most cases, you need to first make sure metadata is available in Collibra. The way to do this differs depending on your data source.For JDBC connections:When you create a JDBC connection to a data source, you must first register the data source in your Collibra Platform. This creates a Database asset that you then need to synchronize. The synchronization process ingests metadata from the data source into Collibra. This results in assets with information, such as Schema assets, Tables assets, and so on. Collibra does not include the actual data from the data source, only the data about the data. This full flow is called register a data source. For more information, go to About registering a data source.For non-JDBC connections:When you create any other kind of connection, you only need to synchronize the data source in your Collibra Platform. The synchronization process ingests metadata from the data source into Collibra. This results in assets with information, such as Schema assets, Tables assets, and so on. And creates a structure of the assets that represents the structure in the data source. For more information about synchronizing non-JDBC integrations, go to the data source specific documentation.Add a capability to an Edge or Collibra Cloud site siteAfter you have created and installed an Edge site or requested a Collibra Cloud site site, you can add an capability to perform specific tasks on a data source. For example, you can register a data source by using a JDBC connection that belongs to an capability.PrerequisitesYou have a global role that has the Product Rights > System administration global permission.You have a global role that has the Manage connections and capabilities global permission, for example, Edge integration engineer.    You either created and installed an Edge site or were granted a Collibra Cloud site.You have created a JDBC connection.Ensure the max cardinality of the asset attributes is at least 1.StepsFor more information about all fields in the capability, go to the online version of the documentation.If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to check if your data source is supported.More informationADLS integrationCatalog Data ClassificationCatalog JDBC ingestionJDBC ProfilingCatalog JDBC SamplingS3 synchronizationGCS synchronizationDatabricks Unity Catalog integrationDQ ConnectorTechnical lineage via EdgeProtect for AWS Lake FormationProtect for BigQueryProtect for DatabricksProtect for SnowflakeAzure AI FoundryMicrosoft Azure AIAWS SageMaker AIAWS Bedrock AIMLflow AISAP AI CoreSAP Datasphere integrationGoogle Dataplex integration Google Dataplex Catalog integrationEdit an Edge or Collibra Cloud site site capabilityYou can edit an Edge or Collibra Cloud site site capability, for example to change the custom properties.PrerequisitesYou have a global role that has the Product Rights > System administration global permission.You have a global role that has the Manage connections and capabilities global permission, for example, Edge integration engineer.    You either created and installed an Edge site or were granted a Collibra Cloud site.    You have added a capability to the site.  StepsFor information about the various capabilities, go to the online version of the documentation.If you're using a Collibra Cloud site, go the Collibra Cloud site documentation to check if your data source is supported.Delete a capability from an Edge or Collibra Cloud site siteYou can remove an capability from an Edge or Collibra Cloud site site if you no longer need it.If you delete a JDBC Profiling capability and synchronize previously profiled and classified schemas again, the profiling and classification results are removed.PrerequisitesYou have a global role that has the Product Rights > System administration global permission.You have a global role that has the Manage connections and capabilities global permission, for example, Edge integration engineer.    You either created and installed an Edge site or were granted a Collibra Cloud site.    You have added a capability to the site.  StepsOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the site overview, click the name of a site.The site page appears.In the Capabilities section, click the name of a capability.The Capability page appears and shows a read-only overview of the capability.Click Delete.Click Delete.The capability is deleted from the site.Jobs dashboard The Edge Jobs dashboard gives you an overview of all jobs that are executed by an Edge site.When you enable the Edge Jobs feature (in preview) in Collibra Console, the Edge Jobs dashboard becomes available in the Collibra Platform settings. Only users with the Admin role can enable this feature.This is a preview feature. On the Edge Jobs dashboard, you find an overview of all jobs that have either been scheduled or completed in your Edge sites. Each job is a row in the table and contains basic information such as start and completion date, status, Edge site, capability and so on. You can also open the log files of a job and cancel a scheduled job from this dashboard.View Edge site jobsYou can also view the jobs associated to a specific Edge site by going to the Jobs tab of that site.Click Sites.Select your site from the list.Click Jobs in the tab menu.Additional resourcesYou can also download the output file of a JDBC job from the Job dashboard. You can provide this file to our support team if a job fails.Review an Edge or Collibra Cloud site site job detailsWhen you run a site capability job, you may need to review key details for reporting or troubleshooting with support. The following information helps you identify the site jobs:Site ID: The identification number of the site that ran the job.Job ID: The identification number of the job.Where do I find the Edge or Collibra Cloud site Site ID and Job ID?To retrieve the Site ID:Go to Settings.In the Edge section, click Sites.Click the name of the site.The Site ID is available in the ID field.Where do I find the Edge or Collibra Cloud site Job ID?There are 3 locations where you can find the Job ID:The Jobs dashboard on Edge.The Job tab of the site where the capability was run.The Synchronization Results page in your Collibra Platform. Download job output filesYou can download the output file of a commercial JDBC job, which contains logs you can provide to support if a job has failed. Only completed jobs are available for download.PrerequisitesYou have Edge View Log permission.You have commercial JDBC jobs which have been completed.StepsOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the table, click the name of the site whose status is Healthy.The site page opens.Click Jobs.Select the checkboxes next to the jobs you want to download the output file for.Click View Output Files. The View Output Files window appears. If you select the checkbox next to a job which has been canceled or has not been completed, the View Output Files window is empty. Click  to download the job output file.Your downloaded job output file is now available to review from your local drive.Cancel jobsYou can cancel an Edge or Collibra Cloud site site job which is either running or queued to run.PrerequisitesYou have a global role that has the Manage connections and capabilities global permission.You have jobs currently running or queued .StepsOpen a site.    On the main toolbar, click   →   Settings.The Settings page opens. In the tab pane, click Edge.The Sites tab opens and shows a table with an overview of your sites.In the table, click the name of the site whose status is Healthy.The site page opens.Click Jobs.Select the checkbox next to the job you would like to cancel. You can select more than one job at a time.In the action toolbar, click Cancel Job.The job is canceled, and the status of this job is CANCELED.
	About Edge and Collibra Cloud site capabilities
	Capability templates
	Capability template structure

	About preparing an Edge or Collibra Cloud site for data sources
	Steps
	What's next?

	Add a capability to an Edge or Collibra Cloud site site
	Prerequisites
	Steps
	More information

	Edit an Edge or Collibra Cloud site site capability
	Prerequisites
	Steps

	Delete a capability from an Edge or Collibra Cloud site site
	Prerequisites
	Steps

	Jobs dashboard
	View Edge site jobs
	Additional resources

	Review an Edge or Collibra Cloud site site job details
	Where do I find the Edge or Collibra Cloud site Site ID and Job ID?
	Where do I find the Edge or Collibra Cloud site Job ID?

	Download job output files
	Prerequisites
	Steps

	Cancel jobs
	Prerequisites
	Steps

	Bookmarks
	AccessK3S
	AccessK8S
	Retrieve
	Retrieve2
	status
	Uncommen
	To
	Explicit
	Implicit
	Compatib4
	Software
	Steps


